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#### Abstract

We consider a sequential adaptive allocation problem which is formulated as a traditional two armed bandit problem but with one important modifcation: at each time step $t$, before selecting which arm to pull, the decision maker has access to a random variable $X_{t}$ which provides information on the reward in each arm. Performance is measured as the fraction of time an inferior arm (generating lower mean reward) is pulled. We derive a minimax lower bound that proves that in the absence of suffcient statistical "diversity" in the distribution of the covariate $X$, a property that we shall refer to as lack of persistent excitation, no policy can improve on the best achievable performance in the traditional bandit problem without side information.
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## I. Introduction

Sequential allocation problems, otherwise known as multi-armed bandit problems, arise frequently in various areas of statistics, adaptive control, marketing, and economics. The frst instance in this class of problems was introduced by Robbins (1952), and since then many variants thereof have been studied extensively in numerous different contexts [see, e.g., Berry and Fristedt (1985), Gittins (1989)].

In the prototypical two-armed bandit problem there are two statistical populations characterized by univariate density functions $f_{\theta_{i}}(x), i=1,2$, where $\theta_{i}$ are unknown parameters belonging to a parameter set $\Theta$. At each stage $t$ one can sample an observation $Y_{t}=Y_{t}^{(i)}$ either from the frst $(i=1)$ or from the second $(i=2)$ population. The policy $\pi$ is a sequence of random
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variables $\pi_{1}, \pi_{2}, \ldots$ taking values in $\{1,2\}$, and such that at each time $t$, $\pi_{t}$ is only allowed to depend on past observations and allocation decisions. The total mean reward up to stage $n$ associated with the policy $\pi$ is

$$
R_{n}(\pi, \theta)=\mathbb{E}_{\theta}^{\pi, n} \sum_{t=1}^{n} Y_{t}
$$

where $\mathbb{E}_{\theta}^{\pi, n}$ denotes expectation w.r.t. the joint distribution $\mathbb{P}_{\theta}^{\pi, n}$ of observations collected up to stage $n$ when $\theta=\left(\theta_{1}, \theta_{2}\right)$, and under the policy $\pi$. The quality of a policy $\pi$ is typically compared with the reward $R_{n}^{*}(\theta)=R_{n}\left(\pi^{*}, \theta\right)$ of the oracle rule $\pi^{*}$, that is, the rule which knows $\theta_{1}$ and $\theta_{2}$ and at each stage selects the best arm. The regret of a policy $\pi$ is the defned as follows,

$$
L_{n}(\pi, \theta):=R_{n}^{*}(\theta)-R_{n}(\pi, \theta),
$$

and the goal is to develop a policy $\pi$ such that the regret is as small as possible. In fact, it is not diffcult to verify that the regret can be expressed as

$$
L_{n}(\pi, \theta)=\left|\mu_{1}-\mu_{2}\right| \mathbb{E}_{\theta}^{\pi, n}\left[T_{\mathrm{inf}}(n)\right]
$$

where $\mu_{i}$ is the mean reward under $\theta_{i}$ for $i=1,2$, and $T_{\mathrm{inf}}(n)$ is the inferior sampling rate, or the total number of times the policy $\pi$ sampled the inferior population (i.e., the one generating lower mean reward).

In the outlined setup, Lai and Robbins (1985) proposed a policy $\hat{\pi}$ such that

$$
\begin{equation*}
L_{n}(\hat{\pi}, \theta) \leq[C(\theta)+o(1)] \ln n, \quad n \rightarrow \infty \tag{1}
\end{equation*}
$$

where $C(\theta)$ is a constant depending on $\theta=\left(\theta_{1}, \theta_{2}\right)$ and the underlying density functions $f_{\theta_{i}}$, $i=1,2$. It was also shown that the proposed policy cannot be improved upon in the following sense: among all policies such that for each £xed $\theta$ one has that $L_{n}(\pi, \theta)=o\left(n^{a}\right)$ for every $a>0$, there does not exist a policy with regret smaller than the bound in (1). For related results and extensions we refer to Lai (1987), Anantharam, Varaiya and Warland (1987a, 1987b), Lai and Yakowitz (1995), Kulkarni and Lugosi (2000), and Auer, Cesa-Bianchi and Fischer (2002).

The described allocation model assumes sequential sampling from two "homogeneous" populations. However, in many practical situations some additional information can be utilized for allocation purposes. In particular, imagine that at each stage $t$ a random covariate $X_{t}$ is given, and the reward in each arm now depends also on the value of this side observation. In this manner, the £rst arm may be superior for one value of the covariate but inferior for a different one. For examples of such formulations we refer to Woodroofe (1979, 1982), Clayton (1989), Sarkar (1991), Yang and Zhu (2002), Wang, Kulkarni and Poor (2005), Langford and Zhang (2008), Goldenshluger and Zeevi (2009) and references therein. One of the main questions that arise in this context is whether additional information translates into performance improvement
vis-a-vis the traditional bandit setting summarized above. Some instances where it is possible to achieve bounded regret were given in Lai and Robbins (1984), Wang, Kulkarni and Poor (2005) and Goldenshluger and Zeevi (2009).

This paper identi£es a key property of the side information which affects the intrinsic complexity of the allocation problem. In particular, we show that the expected inferior sampling rate cannot be bounded unless a suitable assumption is imposed on the variability or "diversity" that characterizes the covariates. To that end, we consider a very simple setting of a two-armed bandit problem with discrete valued covariates such that the rewards in each arm are governed by linear regression models. We derive a minimax lower bound on the expected number of inferior arm selections which is shown to be of the order $\ln n$ when the total number of samples taken is $n$; see Theorem 1 in Section 2. Our proof introduces a new bounding technique predicated on information theoretic arguments, which helps in elucidating the fundamental complexity of sequential allocation problems.

The diversity property alluded to above can be described also as persistence of excitation; a term that is often used in the adaptive control and system identifcation literature. In the context of our problem this property can be characterized informally as follows: the distribution of the covariates is such that under the an oracle sampling rule it is possible to learn about conditional distributions of the rewards associated with each arm, without having to incur errors in the arm selections; see Defnition 1 in Section 2 for a more precise description. In the absence of this characteristic, any policy must sample the inferior arm a large number of times, as this is the only way to eventually distinguish which arm should be pulled for each covariate value. Our results indicate that without persistence of excitation it is not possible to construct policies in which the expected number of incorrect arm selections stays bounded as $n \rightarrow \infty$. In particular, according to Theorem 2 in Section 2, the expected inferior sampling rate diverges to in£nity at the same rate as that characterizing the traditional bandit problem of Lai and Robbins (1985). In other words, in the absence of persistent excitation, the side information does not lead to any improvement in the expected inferior sampling rate.

## II. Formulation and Main Results

## A. Description of the model.

Consider the following formulation of a two-armed bandit problem. One observes a sequence $X_{1}, X_{2}, \ldots$ of i.i.d. random variables with common distribution $P_{X}$ sequentially in time. At each stage $t$, one can allocate the covariate $X_{t}$ to $i$-th arm $(i=1,2)$ of the bandit machine obtaining the response $Y_{t}=Y_{t}^{(i)}$, where

$$
\begin{equation*}
Y_{t}^{(i)}=\alpha_{i}+\beta_{i} X_{t}+\varepsilon_{t}^{(i)}, \quad i=1,2 . \tag{2}
\end{equation*}
$$

Here $\theta_{i}=\left(\alpha_{i}, \beta_{i}\right) \in \mathbb{R}^{2}$ are unknown parameters, and $\varepsilon_{t}^{(i)}$ are the i.i.d. normal random variables with zero mean and variance $\sigma^{2}$, independent of $X_{t}$. If the $i$-th arm is selected at stage $t$, the obtained reward is equal to $Y_{t}^{(i)}$, and the goal is to maximize the total expected reward up to the stage $n$. In what follows we refer to $\theta=\left(\theta_{1}, \theta_{2}\right)=\left(\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}\right)$ as a confguration and regard it as a vector in $\mathbb{R}^{4}$.

By policy $\pi$ we mean a sequence of random variables $\pi_{1}, \pi_{2}, \ldots$ taking values in $\{1,2\}$ such that $\pi_{t}$ is measurable with respect to the $\sigma-£$ eld $\mathcal{F}_{t-1}$ generated by the previous observations $X_{1}, Y_{1}, \ldots, X_{t-1}, Y_{t-1}$, and by the current covariate value $X_{t}$. Let $\pi^{*}=\pi^{*}(\theta, x)$ be the oracle rule, which at each time $t$ prescribes

$$
\begin{equation*}
\pi_{t}^{*}:=\pi^{*}\left(\theta, X_{t}\right)=\underset{i=1,2}{\operatorname{argmax}}\left\{\alpha_{i}+\beta_{i} X_{t}\right\}, \quad t=1,2, \ldots \tag{3}
\end{equation*}
$$

The inferior sampling rate of a policy $\pi$ is given by $T_{\text {inf }}(n)=\sum_{t=1}^{n} I\left\{\pi_{t} \neq \pi_{t}^{*}\right\}$, where $I\{\cdot\}$ is the indicator function. Let $\Theta$ be a set of parameter values. We will measure quality of a policy $\pi$ by its maximal expected inferior sampling rate over $\Theta$,

$$
S_{n}(\pi, \Theta):=\sup _{\theta \in \Theta} \mathbb{E}_{\theta}^{\pi, n}\left[T_{\mathrm{inf}}(n)\right]
$$

where $\mathbb{E}_{\theta}^{\pi, t}$ denotes expectation with respect to the distribution $\mathbb{P}_{\theta}^{\pi, t}$ of the observations $\mathcal{Y}_{t}=$ $\left(X_{1}, Y_{1}, \ldots, X_{t-1}, Y_{t-1}, X_{t}\right)$ from the model (2) associated with confguration $\theta$ and policy $\pi$. The minimax expected inferior sampling rate is defned by

$$
S_{n}^{*}(\Theta)=\inf _{\pi} S_{n}(\pi, \Theta),
$$

where inf is taken over all possible policies $\pi=\left\{\pi_{t}\right\}$. We next study the behavior of $S_{n}^{*}(\Theta)$ for a natural choice of parameter set $\Theta$.

## B. A lower bound on the inferior sampling rate.

In order to state our frst result we introduce the following notation and defnitions.
Let $\theta=\left(\theta_{1}, \theta_{2}\right)$ be a con£guration, and let $\eta$ be a positive real number. We say that parameters of the arms $\theta_{1}, \theta_{2} \in \mathbb{R}^{2}$ are $\eta$-separated if $\left\|\theta_{1}-\theta_{2}\right\| \geq \eta$ where $\|\cdot\|$ is the Euclidean norm. Similarly, if $\theta$ and $\theta^{\prime}$ are two different con£gurations then they are $\eta$-separated if $\left\|\theta-\theta^{\prime}\right\| \geq \eta$. With each confguration $\theta$ we associate the real number $\tau(\theta)=\left(\alpha_{2}-\alpha_{1}\right) /\left(\beta_{1}-\beta_{2}\right)$ which is the $x$-coordinate of the intersection point of the two regression lines defned in (2).
(A) $\left\{X_{t}\right\}$ are i.i.d. random variables taking values $\pm 1$ with probability $1 / 2$.

Theorem 1: Let Assumption (A) hold, and let

$$
\Theta_{\eta}:=\left\{\theta=\left(\theta_{1}, \theta_{2}\right): \tau(\theta)=0,\left\|\theta_{1}-\theta_{2}\right\| \geq \eta\right\}
$$

Then for all $n$ large enough

$$
\begin{equation*}
S_{n}^{*}\left(\Theta_{\eta}\right) \geq C \sigma^{2} \eta^{-2} \ln n \tag{4}
\end{equation*}
$$

where $C$ is an absolute constant.

## Remarks:

1) By defniton of $\Theta_{\eta}$, for any confguration $\theta=\left(\theta_{1}, \theta_{2}\right) \in \Theta_{\eta}, \theta_{1}$ and $\theta_{2}$ are $\eta$-separated. Futhemore, condition $\tau(\theta)=0$ along with Assumption (A) ensures that the best arm depends on $X_{t}$ for all $\theta \in \Theta_{\eta}$.
2) The method of proof we employ does not rely on the change-of-measure argument that was $£$ rst introduced by Lai and Robbins (1985), and since then adopted by many other subsequent papers.
3) The proof of Theorem 1 shows that the lower bound (4) already holds for $S_{n}^{*}\left(\left\{\theta^{(0)}, \theta^{(1)}\right\}\right)$ where the worst-case confgurations $\theta^{(0)}, \theta^{(1)} \in \Theta_{\eta}$ are independent of $n$, and given by $\theta^{(0)}=(0,0,0, \eta)$ and $\theta^{(1)}=(\eta, \eta, \eta, 0)$.
The last remark leads to the following straightforward result.
Corollary 1: Let Assumption (A) hold; then for any policy $\pi$ there exists a con£guration $\theta \in\left\{\theta^{(0)}, \theta^{(1)}\right\}$ such that

$$
\limsup _{n \rightarrow \infty} \frac{\mathbb{E}_{\theta}^{\pi, n}\left[T_{\mathrm{inf}}(n)\right]}{\ln n}>0
$$

It is worth noting that in the setting where the covariate distribution $P_{X}$ is discrete, Wang, Kulkarni and Poor (2005) showed that in certain cases the regret can be £nite. The above results indicate that even in the simplest instances of this problem the regret cannot be bounded unless a suitable assumption on the variability or diversity of the covariates is imposed.

## C. Relation to traditional bandit problems.

The order of the lower bound in Theorem 1 is identical to that of Lai and Robbins (1985, Theorem 2), derived in the traditional bandit problem without side information. An obvious question that arises in the context of Theorem 1 is whether the bound stated there is achievable. To that end, imagine that each of the values of the covariate indexes a distinct and independent bandit machine. Consider the policy $\hat{\pi}$ that for the sequence of times in which $X_{t}=1$ follows the strategy given in Lai and Robbins (1985, Section 3), ignoring all actions and observations associated with the sequence of times in which the covariate value is $X_{t}=-1$, and vice versa. It then follows straightforwardly from Lai and Robbins (1985, Theorem 3) that this policy achieves

$$
S_{n}\left(\hat{\pi}, \Theta_{\eta}\right) \leq C^{\prime} \sigma^{2} \eta^{-2} \ln n,
$$

where $C^{\prime}$ is an absolute constant. That is, the policy that decouples the problem into two independent traditional bandit problems is optimal up to a constant factor. Thus, if one views
the complexity of bandit problems as being characterized by the expected inferior sampling rate, then the problem we described above is essentially equivalent to traditional bandit problems without side information.

## D. The role of persistent excitation.

The lower bound of Theorem 1 is a manifestation of a general fact: the expected inferior sampling rate cannot be bounded as $n$ tends to infnity unless an assumption on suitable variability or "diversity" in the values of the covariates is imposed. To spell this out in mathematical terms, defne $£$ rst for a given policy $\pi$, the subset $J_{i}^{\pi}(t)$ of the set of indices $\{1, \ldots, t-1\}$ when the policy $\pi$ selects the $i$-th arm, $J_{i}^{\pi}(t)=\left\{1 \leq s<t: \pi_{s}=i\right\}$.

De£nition 1: (persistence of excitation) We say that a policy $\pi$ does not induce persistent excitation for a confguration $\theta$, if there exists a positive constant $K<\infty$ such that for $i=1$ or $i=2$ and for all $t$

$$
\begin{equation*}
\mathbb{P}_{\theta}^{\pi, t}\left\{\lambda_{\min }\left(\sum_{s \in J_{i}^{\pi}(t)} Z_{s} Z_{s}^{T}\right) \leq K\right\}=1 \tag{5}
\end{equation*}
$$

where $\lambda_{\min }(\cdot)$ is the minimal eigenvalue of a matrix, and $Z_{s}=\left(1, X_{s}\right)^{T}$. By convention $\sum_{\emptyset}=0$.

## Remarks:

1) Our defnition of persistent excitation pertains to the linear regression model (2), but it can be easily adapted to other settings. The absence of persistent excitation in the sense of Defnition 1 means that the Fisher information about arm parameters does not grow when observations are sampled according the policy $\pi$.
2) The setting of Theorem 1 provides a concrete example of absence of persistent excitation. In particular, since there is only a single point mass within the set in which each arm is superior, the oracle policy satis£es (5) for any confguration $\theta \in \Theta_{\eta}$.

Armed with this notion, we state the following result.
Theorem 2: Suppose that $X_{t}$ are non-degenerate i.i.d. random variables, $\left|X_{t}\right| \leq r, \forall t$. Let $\pi^{*}$ be the oracle rule, and assume that $\pi^{*}$ does not induce persistent excitation for some con£guration $\theta^{(0)}=\left(\theta_{1}, \theta_{2}\right)$ such that $\left\|\theta_{1}-\theta_{2}\right\|=\eta$ for some $\eta>0$. Then there exists a con£guration $\theta^{(1)}$ satisfying $\left\|\theta^{(0)}-\theta^{(1)}\right\|=C_{1} \eta$ such that for all suffciently large $n$

$$
S_{n}^{*}\left(\left\{\theta^{(0)}, \theta^{(1)}\right\}\right) \geq C_{2} \sigma^{2} \eta^{-2} \ln n
$$

where constants $C_{1}$ and $C_{2}$ depend on $r$ and $P_{X}$ only.

## Remarks:

1) Theorem 2 gives a necessary condition for boundedness of the expected inferior sampling rate. In particular, if the oracle rule $\pi^{*}$ does not induce persistent excitation, then the expected inferior sampling rate is unbounded.
2) Note that in the traditional bandit setting of Lai and Robbins (1985), the oracle rule trivially does not induce persistent excitation in the sense of (5). Hence the growth of the expected inferior sampling rate can be inferred from the absence of this property.
3) The exact characterization of constants $C_{1}$ and $C_{2}$ is given the proof.

## III. Proofs

## A. The key lemma.

The following general result plays a central role in our derivation of lower bounds on the expected inferior sampling rate.

Lemma 1: Let $\Theta$ be a parameter set, and let $\theta^{(0)}, \theta^{(1)} \in \Theta$ be a pair of confgurations such that

$$
\begin{equation*}
\pi^{*}\left(\theta^{(0)}, x\right) \neq \pi^{*}\left(\theta^{(1)}, x\right), \quad \forall x \in \operatorname{supp}\left(P_{X}\right) \tag{6}
\end{equation*}
$$

Let

$$
\mathcal{K}\left(\mathbb{P}_{\theta^{(0)}}^{\pi, t}, \mathbb{P}_{\theta^{(1)}}^{\pi, t}\right)=\mathbb{E}_{\theta^{(0)}}^{\pi, t}\left[\ln \frac{\mathbb{P}_{\theta^{(0)}}^{\pi, t}}{\mathbb{P}_{\theta^{(1)}}^{\pi, t}}\left(\mathcal{Y}_{t}\right)\right]
$$

be the Kullback-Leibler divergence between distributions of observation $\mathcal{Y}_{t}$ when $\theta=\theta^{(0)}$ and $\theta=\theta^{(1)}$, and policy $\pi$ is applied. Then for arbitrary policy $\pi$ and all $n$ one has

$$
\begin{equation*}
S_{n}(\pi, \Theta) \geq \frac{1}{4} \sum_{t=1}^{n} \exp \left\{-\mathcal{K}\left(\mathbb{P}_{\theta^{(0)}}^{\pi, t}, \mathbb{P}_{\theta^{(1)}}^{\pi, t}\right)\right\} . \tag{7}
\end{equation*}
$$

## Remarks:

1) The condition that the parameter set $\Theta$ contains a pair of con£gurations $\left(\theta^{(0)}, \theta^{(1)}\right)$ satisfying (6) ensures that the preference of an arm can be changed at every $x \in \operatorname{supp}\left(P_{X}\right)$ by the choice of a confguration.
2) It is worth pointing out that lower bounds on $S_{n}(\pi, \Theta)$ can be established also in terms of other distance measures; see Tsybakov (2009, Chapter 2).

Proof of Lemma 1: The proof is based on a standard reduction to a hypothesis testing problem.

Let $\pi^{*}$ be the oracle rule. For any two confgurations $\theta^{(0)}$ and $\theta^{(1)}$ from $\Theta$ and any $£ x e d$ policy $\pi$ we have

$$
\begin{align*}
S_{n}(\pi, \Theta) & =\sup _{\theta \in \Theta} \mathbb{E}_{\theta}^{\pi, n}\left[T_{\mathrm{inf}}(n)\right] \\
& =\sup _{\theta \in \Theta} \sum_{t=1}^{n} \mathbb{P}_{\theta}^{\pi, t}\left(\pi_{t} \neq \pi_{t}^{*}\right) \\
& \geq \frac{1}{2} \sum_{t=1}^{n}\left[\mathbb{P}_{\theta^{(0)}}^{\pi, t}\left(\pi_{t} \neq \pi_{t}^{*}\right)+\mathbb{P}_{\theta^{(1)}}^{\pi, t}\left(\pi_{t} \neq \pi_{t}^{*}\right)\right] \tag{8}
\end{align*}
$$

Fix $t=1, \ldots, n$, and consider the problem of testing the hypothesis

$$
H_{0}: \theta=\theta^{(0)}=\left(\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}\right) \quad \text { versus } \quad H_{1}: \theta=\theta^{(1)}=\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \alpha_{2}^{\prime}, \beta_{2}^{\prime}\right)
$$

from observations $\mathcal{Y}_{t}$ collected under the policy $\pi$. Defne the event $D_{t}=\left\{\omega: \alpha_{1}+\beta_{1} X_{t} \geq\right.$ $\left.\alpha_{2}+\beta_{2} X_{t}\right\}$ and consider the following $\mathcal{F}_{t-1}$-measurable random variable

$$
p_{t}=p_{t}(\omega)= \begin{cases}1, & \omega \in D_{t} \\ 2, & \omega \notin D_{t}\end{cases}
$$

By defnition $p_{t}=\pi^{*}\left(\theta^{(0)}, X_{t}\right)$, or, in other words, $p_{t}=\pi_{t}^{*}$ under hypothesis $H_{0}$. At the same time, it follows from (6) that $p_{t} \neq \pi^{*}\left(\theta^{(1)}, X_{t}\right)$, or, equivalently, $p_{t} \neq \pi_{t}^{*}$ under $H_{1}$.

Now consider the following test $\psi_{t}=I\left(\pi_{t} \neq p_{t}\right)$. The meaning of the event $\left(\psi_{t}=1\right)$ is that $H_{0}$ is rejected while $\left(\psi_{t}=0\right)$ means that $H_{0}$ is accepted. The error probabilities of the test $\psi_{t}$ are the following

$$
\begin{gathered}
\mathbb{P}_{\theta^{(0)}}^{\pi, t}\left(\psi_{t}=1\right)=\mathbb{P}_{\theta^{(0)}}^{\pi, t}\left(\pi_{t} \neq p_{t}\right)=\mathbb{P}_{\theta^{(0)}}^{\pi, t}\left(\pi_{t} \neq \pi_{t}^{*}\right) \\
\mathbb{P}_{\theta^{(1)}}^{\pi, t}\left(\psi_{t}=0\right)=\mathbb{P}_{\theta^{(1)}}^{\pi, t}\left(\pi_{t}=p_{t}\right)=\mathbb{P}_{\theta^{(1)}}^{\pi, t}\left(\pi_{t} \neq \pi_{t}^{*}\right) .
\end{gathered}
$$

Therefore

$$
\begin{equation*}
\mathbb{P}_{\theta^{(0)}}^{\pi, t}\left(\pi_{t} \neq \pi_{t}^{*}\right)+\mathbb{P}_{\theta^{(1)}}^{\pi, t}\left(\pi_{t} \neq \pi_{t}^{*}\right)=\mathbb{P}_{\theta^{(0)}}^{\pi, t}\left(\psi_{t}=1\right)+\mathbb{P}_{\theta^{(1)}}^{\pi, t}\left(\psi_{t}=0\right) \tag{9}
\end{equation*}
$$

Using the lower bound in terms of the Kullback-Leibler divergence on the sum of error probabilities in hypotheses testing [see, e.g., Tsybakov (2009, Theorem 2.2)] we obtain that

$$
\mathbb{P}_{\theta^{(0)}}^{\pi, t}\left(\psi_{t}=1\right)+\mathbb{P}_{\theta^{(1)}}^{\pi, t}\left(\psi_{t}=0\right) \geq \frac{1}{2} \exp \left\{-\mathcal{K}\left(\mathbb{P}_{\theta^{(0)}}^{\pi, t}, \mathbb{P}_{\theta^{(1)}}^{\pi, t}\right)\right\}
$$

Combining this inequality with (8) and (9) we complete the proof.

## B. Proof of Theorem 1

Let us introduce the following notation. For £xed $\pi$ we let $J_{i}^{\pi}(t)$ be the subset of indices from $\{1,2, \ldots, t-1\}$ when the policy $\pi$ selects $i$-th arm. Let $T_{i}(t)$ denote the cardinality of $J_{i}^{\pi}(t)$.

Let $\eta>0$, and consider the following two confgurations

$$
\begin{aligned}
& \theta^{(0)}=\left(\theta_{1}, \theta_{2}\right)=\left(\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}\right)=(0,0,0, \eta) \\
& \theta^{(1)}=\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}\right)=\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \alpha_{2}^{\prime}, \beta_{2}^{\prime}\right)=(\eta, \eta, \eta, 0)
\end{aligned}
$$

Clearly, $\left\|\theta_{1}-\theta_{2}\right\|=\eta,\left\|\theta_{1}^{\prime}-\theta_{2}^{\prime}\right\|=\eta$, and $\tau\left(\theta^{(0)}\right)=\tau\left(\theta^{(1)}\right)=0$; hence $\theta^{(0)}, \theta^{(1)} \in \Theta_{\eta}$. Note also that under confguration $\theta^{(0)}$ the frst arm is superior when $X_{t}=-1$ and inferior when $X_{t}=1$. The preference of arms is changed when $\theta=\theta^{(1)}$ : now the frst arm is superior when $X_{t}=1$ and inferior when $X_{t}=-1$. This means that $\pi^{*}\left(\theta^{(0)}, x\right) \neq \pi^{*}\left(\theta^{(1)}, x\right)$ for any $x \in\{-1,1\}$, so that condition (6) is ful£lled, and Lemma 1 can be applied.

For £xed $t$ we have

$$
\begin{aligned}
\ln \frac{\mathrm{d} \mathbb{P}_{\theta^{(0)}}^{\pi, t}}{\mathrm{dP}_{\theta^{(1)}}^{\pi, t}}\left(\mathcal{Y}_{t}\right)= & -\frac{1}{2 \sigma^{2}} \sum_{s \in J_{1}^{\pi}(t)} Y_{s}^{2}-\frac{1}{2 \sigma^{2}} \sum_{s \in J_{2}^{\pi}(t)}\left(Y_{s}-\eta X_{s}\right)^{2} \\
& +\frac{1}{2 \sigma^{2}} \sum_{s \in J_{1}^{\pi}(t)}\left(Y_{s}-\eta-\eta X_{s}\right)^{2}+\frac{1}{2 \sigma^{2}} \sum_{s \in J_{2}^{\pi}(t)}\left(Y_{s}-\eta\right)^{2} \\
= & -\frac{1}{2 \sigma^{2}} \sum_{s \in J_{1}^{\pi}(t)} \eta\left(1+X_{s}\right)\left[2 Y_{s}-\eta\left(1+X_{s}\right)\right] \\
& -\frac{1}{2 \sigma^{2}} \sum_{s \in J_{2}^{\pi}(t)} \eta\left(1-X_{s}\right)\left(2 Y_{s}-\eta X_{s}-\eta\right)
\end{aligned}
$$

Therefore

$$
\begin{align*}
\mathcal{K}\left(\mathbb{P}_{\theta^{(0)}}^{\pi, t}, \mathbb{P}_{\theta^{(1)}}^{\pi, t}\right)= & -\frac{1}{2 \sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left\{\sum_{s \in J_{1}^{\pi}(t)} \eta\left(1+X_{s}\right)\left[2 \varepsilon_{s}^{(1)}-\eta\left(1+X_{s}\right)\right]\right\} \\
& -\frac{1}{2 \sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left\{\sum_{s \in J_{2}^{\pi}(t)} \eta\left(1-X_{s}\right)\left[2 \varepsilon_{s}^{(2)}-\eta\left(1-X_{s}\right)\right]\right\} \\
= & \frac{\eta^{2}}{2 \sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left\{\sum_{s \in J_{1}^{\pi}(t)}\left(1+X_{s}\right)^{2}\right\}+\frac{\eta^{2}}{2 \sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left\{\sum_{s \in J_{2}^{\pi}(t)}\left(1-X_{s}\right)^{2}\right\}, \tag{10}
\end{align*}
$$

where the last equality follows because

$$
\begin{aligned}
\mathbb{E}_{\theta^{(0)}}^{\pi, t} \sum_{s \in J_{i}^{\pi}(t)} \varepsilon_{s}^{(i)} & =\mathbb{E}_{\theta^{(0)}}^{\pi, t} \sum_{s=1}^{t-1} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left[\varepsilon_{s}^{(i)} I\left(\pi_{s}=2\right) \mid \mathcal{F}_{s-1}\right] \\
& =\mathbb{E}_{\theta^{(0)}}^{\pi, t} \sum_{s=1}^{t-1} I\left(\pi_{s}=2\right) \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left[\varepsilon_{s}^{(i)}\right]=0 \\
\mathbb{E}_{\theta^{(0)}}^{\pi, t} \sum_{s \in J_{i}^{\pi}(t)} \varepsilon_{s}^{(i)} X_{s} & =\mathbb{E}_{\theta^{(0)}}^{\pi, t} \sum_{s=1}^{t-1} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left[\varepsilon_{s}^{(i)} X_{s} I\left(\pi_{s}=2\right) \mid \mathcal{F}_{s-1}\right] \\
& =\mathbb{E}_{\theta^{(0)}}^{\pi, t} \sum_{s=1}^{t-1} X_{s} I\left(\pi_{s}=2\right) \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left[\varepsilon_{s}^{(i)}\right]=0 .
\end{aligned}
$$

Let $T_{i}^{(x)}(t)$ denote the number of times the $i$-th arm was pulled up until time $t$ when $X_{s}=x$, i.e., $T_{i}^{(x)}(t)=\sum_{s=1}^{t-1} I\left(\pi_{s}=i, X_{s}=x\right)$. With this notation the expression on the right hand side of (10) takes the form

$$
\begin{align*}
\mathcal{K}\left(\mathbb{P}_{\theta^{(0)}}^{\pi, t}, \mathbb{P}_{\theta^{(1)}}^{\pi, t}\right)= & \frac{\eta^{2}}{2 \sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left\{\sum_{s \in J_{1}^{\pi}(t) \cap\left\{s: X_{s}=1\right\}}\left(1+X_{s}\right)^{2}\right\} \\
& +\frac{\eta^{2}}{2 \sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left\{\sum_{s \in J_{2}^{\pi}(t) \cap\left\{s: X_{s}=-1\right\}}\left(1-X_{s}\right)^{2}\right\} \\
= & \frac{2 \eta^{2}}{\sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left[T_{1}^{(1)}(t)+T_{2}^{(-1)}(t)\right]=\frac{2 \eta^{2}}{\sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left[T_{\text {inf }}(t)\right], \tag{11}
\end{align*}
$$

where the last equality is a consequence of the fact that under confguration $\theta^{(0)}$ the $£$ rst arm is inferior at $x=1$ and the second arm is inferior at $x=-1$.

Combining this result with (7) we obtain

$$
\begin{align*}
S_{n} & \geq \frac{1}{4} \sum_{t=1}^{n} \exp \left\{-\frac{2 \eta^{2}}{\sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left[T_{\mathrm{inf}}(t)\right]\right\} \\
& \geq \frac{1}{4} \sum_{t=1}^{n} \exp \left\{-\frac{2 \eta^{2}}{\sigma^{2}} \sup _{\theta \in \Theta} \mathbb{E}_{\theta}^{\pi, t}\left[T_{\text {inf }}(t)\right]\right\} \\
& =\frac{1}{4} \sum_{t=1}^{n} \exp \left\{-\frac{2 \eta^{2}}{\sigma^{2}} S_{t}\right\}, \\
& \geq \frac{n}{4} \exp \left\{-\frac{2 \eta^{2}}{\sigma^{2}} S_{n}\right\} \tag{12}
\end{align*}
$$

where for brevity we write $S_{t}:=S_{t}(\pi, \Theta)$, and the last step follows since $\left\{S_{t}\right\}$ is a nondecreasing sequence. Note that (12) holds for any policy $\pi$ and for all $n$. Then the assertion of the theorem follows from the fact that the inequality (12) is ful£lled only if for any $\varepsilon \in(0,1)$ the numerical sequence $\left\{S_{n}\right\}$ satisfes for all $n$ large enough $S_{n} \geq \frac{1}{2} \sigma^{2} \eta^{-2}(1-\varepsilon) \ln n$.

## C. Proof of Theorem 2

For a given policy $\pi$ let us denote

$$
Q_{i}^{\pi}(t)=\sum_{s \in J_{i}^{\pi}(t)} Z_{s} Z_{s}^{T}, \quad i=1,2 .
$$

By the premise of the theorem the oracle rule $\pi^{*}$ does not induce persistent excitation for a confguration $\theta^{(0)}=\left(\theta_{1}, \theta_{2}\right)=\left(\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}\right)$; hence (5) holds with $\theta$ replaced by $\theta^{(0)}$ for $i=1$ or $i=2$. Without loss of generality assume (5) holds only for the second arm: for all $t$

$$
\begin{equation*}
\lambda_{\min }\left\{Q_{2}^{\pi^{*}}(t)\right\} \leq K, \quad \mathbb{P}_{\theta^{(0)}}^{\pi^{*}, t}-\text { a.s. } \tag{13}
\end{equation*}
$$

It is easily seen from Step 1 below that if (5) holds for both arms, then the minimax lower bound can be constructed as in the proof of Theorem 1. For the sake of de£niteness we assume also that $\beta_{2}>0$.

The proof proceeds in two steps. First, we show that under conditions of the theorem the following statement holds: either (i) $Q_{2}^{\pi^{*}}(t)=O$; or (ii) $\lambda_{\min }\left\{Q_{2}^{\pi^{*}}(t)\right\}=0$ for all $t$ (here $O$ is $2 \times 2$ zero matrix). Second, we construct worst-case con£gurations and apply Lemma 1.

Step 1: Assume that (13) holds. Because $X_{t}, t=1, \ldots . n$ are i.i.d. random variables, the following two situations are possible:
(i) $\mathbb{P}\left(\theta_{2}^{T} Z_{s} \geq \theta_{1}^{T} Z_{s}\right)=0$, i.e., the second arm is never pulled under the oracle rule $\pi^{*}$;
(ii) $\mathbb{P}\left(\theta_{2}^{T} Z_{s} \geq \theta_{1}^{T} Z_{s}\right)>0$, i.e., under the oracle rule $\pi^{*}$ the second arm is pulled a number of times that tends to in£nity as $t \rightarrow \infty$, but the absense of excitation is caused by insuf£cient diversity of values of $X_{t}$ allocated to the second arm.
In the case (i) the second arm is inferior for all $x, J_{2}^{\pi^{*}}(t)=\emptyset$, and hence $Q_{2}^{\pi^{*}}(t)=O$ for all $t$.
Now we consider the case (ii). Write for brevity $\tilde{X}_{s}=X_{s} I\left(\theta_{2}^{T} Z_{s} \geq \theta_{1}^{T} Z_{s}\right)$ and note that $\tilde{X}_{s}=X_{s}$ for those indices $s$ where the oracle rule $\pi^{*}$ selects the second arm. Write also $\tilde{T}_{2}(t)=\sum_{s=1}^{t-1} I\left(\theta_{2}^{T} Z_{s} \geq \theta_{1}^{T} Z_{s}\right)$. We have $\tilde{T}_{2}(t) \rightarrow \infty$ as $t \rightarrow \infty$, and since $X_{t}$ are i.i.d. random variables by the strong law of large numbers

$$
\frac{\tilde{T}_{2}(t)}{t} \xrightarrow{\text { a.s. }} \mathbb{P}\left(\theta_{2}^{T} Z_{s} \geq \theta_{1}^{T} Z_{s}\right), \text { as } t \rightarrow \infty
$$

With introduced notation one has

$$
Q_{2}^{\pi^{*}}(t)=\left[\begin{array}{ll}
\tilde{T}_{2}(t) & \sum_{s=1}^{t-1} \tilde{X}_{s} \\
\sum_{s=1}^{t-1} \tilde{X}_{s} & \sum_{s=1}^{t-1} \tilde{X}_{s}^{2}
\end{array}\right], \quad \forall t
$$

A straightforward calculation shows that

$$
\lambda_{\min }\left\{Q_{2}^{\pi^{*}}(t)\right\}=\frac{1}{2}\left\{\sum_{s=1}^{t-1} \tilde{X}_{s}^{2}+\tilde{T}_{2}(t)-\left[\left(\sum_{s=1}^{t-1} \tilde{X}_{s}^{2}+\tilde{T}_{2}(t)\right)^{2}-4 \tilde{T}_{2}(t) \sum_{s=1}^{t-1} \tilde{X}_{s}^{2}+4\left(\sum_{s=1}^{t-1} \tilde{X}_{s}\right)^{2}\right]^{1 / 2}\right\}
$$

which together with (13) implies that for any $t$

$$
0 \leq \frac{1}{\tilde{T}_{2}(t)} \sum_{s=1}^{t-1} \tilde{X}_{s}^{2}-\left(\frac{1}{\tilde{T}_{2}(t)} \sum_{s=1}^{t-1} \tilde{X}_{s}\right)^{2} \leq \frac{4 K}{\tilde{T}_{2}(t)}\left(\frac{1}{\tilde{T}_{2}(t)} \sum_{s=1}^{t-1} \tilde{X}_{s}^{2}+1\right)
$$

Letting $t \rightarrow \infty$ and using the strong law of large number we obtain that the expression on the right hand side tends to 0 while the left hand side converges to

$$
\frac{\mathbb{E} \tilde{X}_{s}^{2}}{\mathbb{P}\left(\theta_{2}^{T} Z_{s} \geq \theta_{1}^{T} Z_{s}\right)}-\left[\frac{\mathbb{E} \tilde{X}_{s}}{\mathbb{P}\left(\theta_{2}^{T} Z_{s} \geq \theta_{1}^{T} Z_{s}\right)}\right]^{2}
$$

almost surely. Hence

$$
\begin{equation*}
\mathbb{E}\left(X_{s} I\left\{\theta_{2}^{T} Z_{s} \geq \theta_{1}^{T} Z_{s}\right)\right)^{2}=\frac{\left[\mathbb{E} X_{s} I\left\{\theta_{2}^{T} Z_{s} \geq \theta_{1}^{T} Z_{s}\right\}\right]^{2}}{\mathbb{P}\left\{\theta_{2}^{T} Z_{s} \geq \theta_{1}^{T} Z_{s}\right\}} \tag{14}
\end{equation*}
$$

Note that the Cauchy-Schwarz inequality implies that the left hand side of (14) is always greater than or equal to the right hand side. The equality in (14) is possible only if for some constant $x_{0}, X_{s}(\omega)=x_{0}$ on the event $\left\{\omega: \theta_{2}^{T} Z_{s}(\omega) \geq \theta_{1}^{T} Z_{s}(\omega)\right\}$. This shows that if (13) holds and $X_{t}$ 's are i.i.d. random variables then in case (ii) the distribution of $X_{t}$ has only a single atom $x_{0}$ in the set $\left\{x: \alpha_{2}+\beta_{2} x \geq \alpha_{1}+\beta_{1} x\right\}$. Under these circumstances

$$
Q_{2}^{\pi^{*}}(t)=\tilde{T}_{2}(t)\left[\begin{array}{ll}
1 & x_{0}  \tag{15}\\
x_{0} & x_{0}^{2}
\end{array}\right], \quad \forall t
$$

and $\lambda_{\text {min }}\left\{Q_{2}^{\pi^{*}}(t)\right\}=0, \forall t$. Moreover, since the distribution of $X_{t}$ is non-degenerate, the two lines intersect in the interval $[-r, r]$. Recall that $\beta_{2}>0$. The following two cases are possible: $\beta_{2}>\beta_{1}$ and $\beta_{2}<\beta_{1}$. If $\beta_{2}>\beta_{1}$ then arm 2 is inferior at any point $x \in\left[-r, x_{0}\right) \cap \operatorname{supp}\left(P_{X}\right)$. In addition, because (5) does not hold for arm $1, \mathbb{P}\left\{X_{t} \in\left(-r, x_{0}\right)\right\}>0$. If $\beta_{2}<\beta_{1}$ then arm 2 is inferior at any point $x \in\left(x_{0}, r\right]$ and a similar conclusion holds for that interval. For the sake of defniteness we suppose that $\beta_{2}>\beta_{1}$; the proof for the case of $\beta_{2}<\beta_{1}$ goes along the same lines.

Step 2: Let $\pi$ be an arbitrary policy. Using the defntion of $Q_{i}^{\pi}(t)$, we can write

$$
\begin{aligned}
Q_{i}^{\pi}(t) & =\sum_{s \in J_{i}^{\pi}(t) \cap J_{i}^{\pi^{*}}(t)} Z_{s} Z_{s}^{T}+\sum_{s \in J_{i}^{\pi}(t) \backslash J_{i}^{\pi^{*}}(t)} Z_{s} Z_{s}^{T} \\
& =: G_{i}(t)+B_{i}(t) .
\end{aligned}
$$

In words, $G_{i}(t)$ is the design matrix corresponding to the pulls of the $i$-th arm when it is superior, while $B_{i}(t)$ is the design matrix corresponding to the inferior pulls of the $i$-th arm. Let $T_{\mathrm{inf}, i}(t)$ denote the number of pulls of $i$-th arm up until time $t$ when it is inferior; then the inferior sampling rate is $T_{\mathrm{inf}}(t)=T_{\mathrm{inf}, 1}(t)+T_{\mathrm{inf}, 2}(t)$.

Let $\theta^{(1)}=\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}\right)$ be another con£guration that will be specifed later. Using previously introduced notation, we can write

$$
\begin{gather*}
\mathcal{K}\left(\mathbb{P}_{\theta^{(0)}}^{\pi, t}, \mathbb{P}_{\theta^{(1)}}^{\pi, t}\right)=\frac{1}{2 \sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left\{\left(\theta_{1}-\theta_{1}^{\prime}\right)^{T} Q_{1}^{\pi}(t)\left(\theta_{1}-\theta_{1}^{\prime}\right)+\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} Q_{2}^{\pi}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right)\right\} \\
= \\
=\frac{1}{2 \sigma^{2}} \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left\{\left(\theta_{1}-\theta_{1}^{\prime}\right)^{T} G_{1}(t)\left(\theta_{1}-\theta_{1}^{\prime}\right)+\left(\theta_{1}-\theta_{1}^{\prime}\right)^{T} B_{1}(t)\left(\theta_{1}-\theta_{1}^{\prime}\right)\right.  \tag{16}\\
\\
\left.+\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} G_{2}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right)+\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} B_{2}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right)\right\}
\end{gather*}
$$

Because $J_{2}^{\pi}(t) \cap J_{2}^{\pi^{*}}(t) \subseteq J_{2}^{\pi^{*}}(t)$ we have that $Q_{2}^{\pi^{*}}(t)-G_{2}(t)$ is a non-negative defnite matrix for all $t$. Therefore

$$
\begin{equation*}
\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} G_{2}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right) \leq\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} Q_{2}^{\pi^{*}}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right) \quad \text { a.s. } \tag{17}
\end{equation*}
$$

Now we are in a position to specify the worst-case con£guration $\theta^{(1)}=\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}\right)$. We always choose $\theta_{1}^{\prime}=\theta_{1}$. The choice of $\theta_{2}^{\prime}$ is the following.

Case (i): Here we take $\theta_{2}^{\prime}=\left(\alpha_{2}^{\prime}, \beta_{2}^{\prime}\right)=\left(\alpha_{2}+2 \eta(r \vee 1), \beta_{2}\right)$. Because arm 2 is inferior at all $x \in \operatorname{supp}\left(P_{X}\right)$ and $\left\|\theta_{1}-\theta_{2}\right\|=\eta$, the above choice of $\theta_{2}^{\prime}$ ensures that the preference of arms is switched at all $x \in \operatorname{supp}\left(P_{X}\right)$ for the confguration $\theta^{(1)}$, i.e., $\pi^{*}\left(\theta^{(0)}, x\right) \neq \pi^{*}\left(\theta^{(1)}, x\right)$, $\forall x \in \operatorname{supp}\left(P_{X}\right)$. Hence Lemma 1 can be applied.

Case (ii): We consider the following construction. Let $e=\left(e_{1}, e_{2}\right)^{T}$ be a unit vector such that

$$
\begin{equation*}
e_{1}+x_{0} e_{2}=0 \tag{18}
\end{equation*}
$$

In view of (15), $e$ belongs to the null space of the matrices $Q_{2}^{\pi^{*}}(t), \forall t$, and $e=e^{(1)}$ or $e=e^{(2)}$ where

$$
\begin{equation*}
e^{(1)}:=\left(-\frac{x_{0}}{\sqrt{1+x_{0}^{2}}}, \frac{1}{\sqrt{1+x_{0}^{2}}}\right)^{T}, e^{(2)}:=\left(\frac{x_{0}}{\sqrt{1+x_{0}^{2}}},-\frac{1}{\sqrt{1+x_{0}^{2}}}\right)^{T} . \tag{19}
\end{equation*}
$$

For $\gamma>0$ put

$$
\begin{equation*}
\theta_{2}^{\prime}=\theta_{2}+\gamma e=\left(\alpha_{2}+\gamma e_{1}, \beta_{2}+\gamma e_{2}\right) . \tag{20}
\end{equation*}
$$

The idea is to choose $\gamma>0$ and $e \in\left\{e^{(1)}, e^{(2)}\right\}$ (and con£guration $\theta_{2}^{\prime}$ via (20)) so that the preferences of arms left of point $x_{0}$ are switched. For this purpose it is suffcient to equate the two regression lines under confguration $\theta^{(1)}$ at the point $x=-r$.

First we recall that the second arm is inferior at any $x \in\left[-r, x_{0}\right)$ under $\theta^{(0)}$; in particular, $\alpha_{2}-\beta_{2} r<\alpha_{1}-\beta_{1} r$. In order to have $\alpha_{2}^{\prime}-\beta_{2}^{\prime} r=\alpha_{1}-\beta_{1} r$ we should choose $e_{2}<0$ because, by (18) and (20),

$$
\alpha_{2}^{\prime}-\beta_{2}^{\prime} r=\alpha_{2}-\beta_{2} r-\gamma e_{2}\left(x_{0}+r\right) .
$$

Therefore we put $e=e^{(2)}$. Solving the system of equations

$$
\begin{aligned}
& \alpha_{2}^{\prime}+\beta_{2}^{\prime} x_{0}=\alpha_{2}+\beta_{2} x_{0} \\
& \alpha_{2}^{\prime}-\beta_{2}^{\prime} r=\alpha_{1}-\beta_{1} r .
\end{aligned}
$$

with respect to $\alpha_{2}^{\prime}$ and $\beta_{2}^{\prime}$ we obtain

$$
\beta_{2}-\beta_{2}^{\prime}=\frac{\alpha_{2}-\alpha_{1}+\left(\beta_{1}-\beta_{2}\right) r}{x_{0}+r}, \quad \alpha_{2}^{\prime}-\alpha_{2}=\left(\beta_{2}-\beta_{2}^{\prime}\right) x_{0}
$$

which, in turn, yields

$$
\begin{equation*}
\gamma^{2}=\left\|\theta_{2}-\theta_{2}^{\prime}\right\|^{2}=\frac{1+x_{0}^{2}}{\left(x_{0}+r\right)^{2}}\left[\alpha_{2}-\alpha_{1}+\left(\beta_{1}-\beta_{2}\right) r\right]^{2} \tag{21}
\end{equation*}
$$

Taking into account that $\left\|\theta_{1}-\theta_{2}\right\|=\eta$ we have the following straightforward bounds on $\gamma$

$$
\begin{equation*}
\frac{(r \wedge 1) \eta \sqrt{1+x_{0}^{2}}}{x_{0}+r} \leq \gamma \leq \frac{\sqrt{2}(r \vee 1) \eta \sqrt{1+x_{0}^{2}}}{x_{0}+r} \tag{22}
\end{equation*}
$$

Thus, the choice $\theta_{2}^{\prime}=\theta_{2}+\gamma e$ with $e=e^{(2)}$ [see (19)] and $\gamma$ given in (21) ensures that arm 2 is no longer inferior at any $x \in\left[-r, x_{0}\right)$. Since, by Step 1 , $m:=\mathbb{P}\left\{X_{t} \in\left(-r, x_{0}\right)\right\}>0$, under confguration $\theta^{(1)}$ preference of the arms is changed for all $x \in A:=\left(-r, x_{0}\right) \cap \operatorname{supp}\left(P_{X}\right)$. Then, restricting steps (8) and (9) to the event $A$, a straightforward calculation shows that the result of Lemma 1 holds with a factor $m$ multiplying the RHS in (7).

Note that in both cases by construction $\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} Q_{2}^{\pi^{*}}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right)=0, \forall t$. Therefore using (17) we have the following upper bound on the expression under the expectation sign on the right hand side of (16)

$$
\begin{aligned}
\left(\theta_{1}\right. & \left.-\theta_{1}^{\prime}\right)^{T} Q_{1}^{\pi}(t)\left(\theta_{1}-\theta_{1}^{\prime}\right)+\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} Q_{2}^{\pi}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right) \\
& \leq\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} G_{2}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right)+\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} B_{2}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right) \\
& \leq\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} Q_{2}^{\pi^{*}}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right)+\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} B_{2}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right) \\
& =\left(\theta_{2}-\theta_{2}^{\prime}\right)^{T} B_{2}(t)\left(\theta_{2}-\theta_{2}^{\prime}\right) \\
& \leq \gamma^{2}\left(1+r^{2}\right) T_{\mathrm{inf}, 2}(t),
\end{aligned}
$$

where the last inequality follows from the fact that $\left\|\theta_{2}-\theta_{2}^{\prime}\right\|=\gamma$, and

$$
\lambda_{\max }\left\{B_{2}(t)\right\} \leq \operatorname{tr}\left\{B_{2}(t)\right\}=\sum_{s \in J_{2}^{\pi}(t) \backslash J_{2}^{\pi^{*}}(t)} Z_{s}^{T} Z_{s} \leq\left(1+r^{2}\right) T_{\mathrm{inf}, 2}(t)
$$

We have used also the fact that $\left|X_{t}\right| \leq r, \forall t$, and the cardinality of the set $J_{2}^{\pi}(t) \backslash J_{2}^{\pi^{*}}(t)$ equals $T_{\text {inf,2 }}(t)$. Thus, it follows from (16) that

$$
\mathcal{K}\left(\mathbb{P}_{\theta^{(0)}}^{\pi, t}, \mathbb{P}_{\theta^{(1)}}^{\pi, t}\right) \leq \frac{\gamma^{2}}{2 \sigma^{2}}\left(1+r^{2}\right) \mathbb{E}_{\theta^{(0)}}^{\pi, t}\left[T_{\mathrm{inf}}(t)\right]
$$

and therefore by the modifcation of Lemma 1 discussed above,

$$
S_{n} \geq \frac{m}{4} \sum_{t=1}^{n} \exp \left\{-\frac{\gamma^{2}\left(1+r^{2}\right)}{2 \sigma^{2}} S_{t}\right\} .
$$

This inequality and (22) yield the announced result.
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