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Abstract

This paper proposes a representative agent habit formation model where preferences are defined for both luxury goods and basic goods. The model matches the equity risk premium, risk-free rate, and volatilities. From the intratemporal first-order condition, one can substitute out basic good consumption and the habit level, yielding a stochastic discount factor driven by two observable risk factors: luxury good consumption, and the relative price of the two goods. I estimate these processes and find them to be heteroskedastic, implying time-variation in the conditional volatility of the stochastic discount factor. These dynamics occur both at the business cycle frequency and at a lower, ”generational” frequency. The findings reveal that the time variation in aggregate stock market and Treasury bond risk premiums are consistent with the predictions of the model.
Consumption-based asset pricing models tie the dynamic behavior of the stock market risk premium to the real economy. In order to fit the unconditional moments of aggregate consumption growth and asset returns, these models generally predict a counter-cyclical risk premium (e.g., Campbell and Cochrane, 1999; Melino and Yang, 2003). On an intuitive level, the cycle that one refers to is the business cycle. However, the equity premium generated by these models is typically extremely slow-moving; it essentially follows a ”generational” cycle too long to reflect a pure (NBER) business cycle phenomenon.\(^1\) Empirically, there is little evidence of a tight link between the business cycle and measures of the equity risk premium, although these are usually correlated (e.g., Fama and French, 1989; Lettau and Ludvigson, 2001). In particular, the predictability of excess equity market returns appears to be strong at forecasting horizons longer than the length of a typical business cycle, and some of the most successful forecasting variables, like the price-dividend ratio or the short-term interest rate, are much more persistent than typical business cycle variables.\(^2\) If the risk factor that generates this predictability is not a pure business cycle phenomenon, what is its relation to macro economic conditions? Furthermore, is there a relation between the equity risk premium and the business cycle, independent of this slower moving factor?

This paper provides answers to these questions from the perspective of a general equilibrium representative agent external habit formation model (e.g., Abel, 1990; Campbell and Cochrane, 1999; Wachter, 2006). Different from what is usual in habit formation models, the habit in the model presented here is effectively *observable*, which enables the habit parameters to be *estimated* using available macro data, instead of relying on a calibration to asset pricing moments. Following Ait-Sahalia, Parker, and Yogo (2004), I assume that the representative agent has non-homothetic preferences over basic goods and luxury goods, where basic good consumption is subject to an external minimum consumption level, while luxury good consumption is not. This utility specification captures the notion that luxury good consumption is a better proxy for agents’ marginal utility than total consumption because it is a
better measure of consumption that investors can adjust at the margin. Importantly, using the intratemporal first-order condition of the agent, it is possible to express the marginal utility of the agent as a function of luxury good consumption and the relative price between luxury good and basic good consumption. The pricing kernel in this economy is therefore in effect observable. In other words, luxury good consumption and the relative price contain information that is sufficient to describe the dynamics of the habit.

I construct an aggregate measure of nondurable luxury good consumption from data in the detailed consumption tables published by the Bureau of Economic Analysis, available from 1959 to 2006. The remaining goods in the aggregate consumption basket are deemed as basic, and the implicit price deflators of each consumption good are used to construct the aggregate relative price. This measure of luxury good consumption growth is more volatile than aggregate consumption growth and more highly correlated with stock returns, consistent with the findings in Ait-Sahalia, Parker, and Yogo (2004). These are important features of the data in terms of the model’s ability to explain the equity premium puzzle (Mehra and Prescott, 1985).

To evaluate the model’s asset pricing implications, I estimate a joint Constant Correlation EGARCH-in-mean (Bollerslev, 1990; Nelson, 1991) specification for luxury good consumption and relative price growth. This specification is relatively parsimonious, while allowing for time variation in both the first and second moment of each series. The estimation reveals large and significant time variation in the conditional volatility of the two series. In particular, the conditional volatility of luxury good consumption growth operates at a business cycle frequency and is high in recessions and low in expansions. The conditional volatility of the relative price growth, however, operates at a lower, generational frequency and is positively related to the aggregate equity market dividend yield and a measure of the aggregate consumption-wealth ratio (the CAY-variable of Lettau and Ludvigson, 2001). Thus, the model predicts time variation in the conditional volatility of the stochastic discount factor at both the business cycle and a generational frequency. This time variation is not uncovered by relying on asset price dynamics, as is usual in the habit formation literature, but
estimated from real macro data.

The calibrated model predicts that most of the fluctuations in equity and bond risk premiums occur at the generational frequency, as captured by the conditional volatility of the relative price. Time variation in the latter can be interpreted as follows. Holding the volatility of luxury good consumption constant, a high conditional volatility of the relative price implies that the conditional volatility of surplus basic good consumption is high. This is the case when basic good consumption is close to the habit level, which means the representative agent is very risk averse. Thus, a high conditional volatility of the relative price indicates that the conditional risk aversion of the representative agent is high. In other words, the slow-moving time variation in the price of aggregate consumption risk, identified in habit formation models such as Campbell and Cochrane (1999), shows up in the macro data as time-varying conditional volatility of the relative price between goods that differ in their exposure to the habit. Since the conditional volatility of the relative price operates at a generational frequency, this is consistent with an interpretation of the habit as a slow-moving "standard of living" that is too persistent to be strongly affected by business cycle fluctuations. The empirical results support this reasoning: the conditional volatility of the relative price has low correlation with business cycles, but high correlation with asset risk premia. In particular, the estimated conditional volatility of the relative price forecasts long-horizon excess stock and bond returns, as predicted by the model.

The calibrated model further predicts that the business cycle variation in the amount of risk, as given by the conditional volatility of luxury good consumption growth, mainly shows up in Sharpe ratios. This is consistent with the findings in Lettau and Ludvigson (2007), who show that the Sharpe ratio is a business cycle variable that is high in recessions and low in expansions. The equity risk premium is also higher in recessions than expansions in the model, but these fluctuations are relatively hard to uncover using forecasting regressions with the sample sizes that are available. Nevertheless, I provide empirical evidence of a business cycle component in the equity risk premium that is separate from the already identified lower frequency component.
Excess returns to nominal risk-free bonds are also time-varying in the model. In particular, a model-generated Cochrane and Piazzesi (2005) factor predicts bond returns at all maturities, consistent with the data. Thus, the expectations hypothesis does not hold in the model (Fama and Bliss, 1986; Campbell and Shiller, 1989). In terms of the unconditional moments, the model is able to account for the equity premium puzzle, the risk-free rate puzzle, and the excess volatility puzzle with a relative risk aversion over luxury good gambles of ten. Further, the model matches the unconditional risk premiums on nominal risk-free bonds, but predicts too high volatility for the medium term bond returns.

Bansal and Yaron (2004) and Lettau and Wachter (2007) argue that slow-moving volatility in aggregate consumption growth causes the low frequency movements in the equity risk premium. Lettau and Ludvigson (2007), however, argue that estimated consumption growth volatility cannot explain conditional asset pricing puzzles. The model in this paper is complementary to these studies. In particular, I do not take a stance on the process for aggregate consumption growth, but instead focus on the implications of a two-good model. The model in this paper is thus related to the asset pricing literature on heterogenous goods models (e.g., Lustig and Van Nieuwerburgh, 2005; Piazzesi, Schneider and Tuzel, 2006; Yogo, 2006). Further, different persistence of fundamental shocks is also studied in Calvet and Fisher (2005), who investigate the impact of shocks with different persistence levels on asset prices.

The paper proceeds as follows. Section 1 presents the model. Section 2 gives the data and details of its construction. Section 3 presents the estimation and calibration of the model parameters. Section 4 gives the implications of the model for relevant conditional and unconditional asset pricing moments, while Section 5 concludes.

1 The Model

The model is a consumption-based representative agent, heterogeneous goods model in the spirit of Ait-Sahalia, Parker, and Yogo (2004). In particular, the representative household
is assumed to have Cobb-Douglas preferences over basic and luxury good consumption:

$$U (L_t, B_t; X_t) = E_t \sum_{j=1}^{\infty} \beta^j \left[ \frac{L_{t+j}^\alpha (B_{t+j} - X_{t+j})^{1-\alpha}}{1-\gamma} \right]^{1-\gamma} ,$$

(1)

where $\gamma > 0$ is the curvature coefficient, $\beta$ is the time discounting parameter, $X_t$ is an external difference habit, and $\alpha$ is the share of total surplus consumption ($C_t - X_t$) that goes to luxury good consumption. Note that if $\alpha = 0$, the model collapses to the one-good, external habit formation model of Campbell and Cochrane (1999). If $\alpha = 1$, the model is similar to the model in Ait-Sahalia, Parker, and Yogo (2004), who assume that the utility function is separable in the two-good model. The habit level in the model can be thought of as a minimum basic good consumption level related to the standard of living. For instance, U.S. household real, per capita expenditures on gas and electricity more than doubled from 1959 to 2006. However, few would today consider themselves well-off for affording electricity to operate the current standard of household appliances, but instead rather poor if one could not afford it. Thus, such an increase in real consumption is unlikely to be associated with a substantial utility gain, as a habit over the standard of living has developed.4

The utility function is non-homothetic since the agent must consume the externally given level of basic goods, $X > 0$. Thus, the wealthier an investor is relative to the habit level, the larger the ratio of her luxury good consumption to basic good consumption.5 The distinction between luxury goods and basic goods is motivated by Ait-Sahalia, Parker, and Yogo (2004), who show empirically that luxury good consumption (goods typically consumed only by the rich) do better at explaining asset prices than aggregate consumption. The above utility function achieves this in a general equilibrium setting. In this model, aggregate luxury good consumption is a better proxy for agents’ marginal utility than total consumption because it is a better measure of consumption investors can adjust at the margin. Both aggregate basic good and total consumption are contaminated by the unobservable consumption floor, $X$.

Let the basic good be the numeraire good and $P_t$ denote the relative price of luxury
goods. The intratemporal first-order condition of the household is then:

\[
\frac{P_t L_t}{B_t - X_t} = \frac{\alpha}{1 - \alpha}. \tag{2}
\]

and the total expenditure is:

\[
C_t = P_t L_t + B_t. \tag{3}
\]

Combining these two equations, and ignoring proportional constant terms involving \(\alpha\), one can express the agent’s per period utility function in terms of total consumption and the relative price: \(^6\)

\[
u(C_t; P_t, X_t) = \left[\frac{(C_t - X_t) P_t^{-\alpha}}{1 - \gamma}\right]^{1-\gamma}. \tag{4}
\]

The marginal utility of total consumption is then:

\[
MU_t = (C_t - X_t)^{-\gamma} P_t^{\alpha(\gamma-1)} = L_t^{-\gamma} P_t^{-\gamma+\alpha(\gamma-1)}. \tag{5}
\]

The habit level is unobserved, but in the two-good setting of this paper, the marginal utility can be expressed as a function of only observable variables. In particular, as Equations (5) and (6) show, one can substitute out the habit level by expressing surplus consumption \((C - X)\) as a function of the relative price and luxury good consumption using Equations (2) and (3). In other words, the relative price contains information that in conjunction with luxury good consumption is sufficient to make the habit in effect observable. This is very useful as the calibration and estimation of the model can now rely on observable macro variables.

The stochastic discount factor can then be written:

\[
M_t = \beta \exp (-\gamma \Delta l_t - \delta \Delta p_t), \tag{7}
\]

where \(\delta \equiv \gamma - \alpha (\gamma - 1)\).
1.1 State processes

The dynamic behavior of two state processes needs to be specified in this model: luxury good consumption growth ($\Delta l_t$), and the change in the relative price of luxury good and basic good consumption ($\Delta p_t$). I specify these processes with the following in mind. First, to allow for time-variation in the amount of risk, the specification must allow for heteroskedasticity in the joint dynamics of $\Delta l_t$ and $\Delta p_t$. Second, due to the limited amount of data available, the specification should be as parsimonious as possible. Given these consideration, I assume these variables follow a constant correlation EGARCH-in-mean process (Bollerslev, 1990; Nelson, 1991). In particular:

\[ \Delta l_t = a_l + b_l \sigma^2_{l,t} + \sigma_{l,t} \varepsilon_{l,t}, \quad (8) \]
\[ \log \sigma^2_{l,t} = \omega_l + \beta_{1,l} |\varepsilon_{l,t-1}| + \beta_{2,l} \varepsilon_{l,t-1} + \beta_{3,l} \log \sigma^2_{l,t-1}, \quad (9) \]

and

\[ \Delta p_t = a_p + b_p \sigma^2_{p,t} + \sigma_{p,t} \varepsilon_{p,t}, \quad (10) \]
\[ \log \sigma^2_{p,t} = \omega_p + \beta_{1,p} |\varepsilon_{p,t-1}| + \beta_{2,p} \varepsilon_{p,t-1} + \beta_{3,p} \log \sigma^2_{p,t-1}, \quad (11) \]

where $\text{corr}(\varepsilon_{l,t}, \varepsilon_{p,t}) = \rho_{lp}$ and $\varepsilon_{l,t}, \varepsilon_{p,t} \sim N(0, 1)$. From an economic standpoint, it is important to include the volatility in the mean specification for the variables. Equilibrium considerations often lead to a trade-off between the volatility and the mean in the optimal consumption of a good. In the model in this paper, the relative price is directly related to the unobservable habit level through surplus consumption, $C_t - X_t$. In habit models, such as Campbell and Cochrane (1999), the expected conditional growth rate of surplus consumption is high exactly when its conditional volatility is also high. The EGARCH process further accommodates asymmetric response in conditional volatility to positive or negative shocks. This allows me to interpret the volatility as counter- or pro-cyclical and is again consistent with the habit literature, where a negative shock to surplus consumption
increases its conditional volatility. Finally, the EGARCH specification ensures that volatility can never become negative while at the same time allowing for persistence and cyclicality in volatility.

Under these assumptions, there are two state variables in the real economy, $\sigma_{l,t}$ and $\sigma_{p,t}$. Since the shocks are assumed to be normally distributed, the one-period log risk-free rate is:

$$r_{f,t} = -\ln E_t [M_{t+1}],$$

$$= (\ln \beta + \gamma a_t + \delta a_p) + \gamma (b_l - \gamma/2) \sigma_{l,t}^2 + \delta (b_p - \delta/2) \sigma_{p,t}^2 - \gamma \delta \rho \sigma_{l,t} \sigma_{p,t},$$

and the maximal conditional Sharpe ratio in the economy is:

$$SR_{\text{max}} \equiv \max_i \frac{E_t (r_{i,t+1}) - r_{f,t+1} + \frac{1}{2} \sigma_{i,t}^2}{\sigma_{i,t}} = (\gamma^2 \sigma_{l,t}^2 + \delta^2 \sigma_{p,t}^2 + 2 \gamma \delta \rho \sigma_{l,t} \sigma_{p,t})^{1/2}.$$ 

Thus, time variation in both the risk-free rate and the maximum Sharpe ratio are driven by time-varying volatility in innovations to the relative price and luxury good consumption. Since these variables are observable, their mean and volatility dynamics can be estimated directly from the available macro data, without relying on asset prices.

1.2 Cash flows

I next consider the value of nominal bonds and the claim to aggregate dividends (the market portfolio). To value these, their real cash flows must be specified. For nominal bonds, this amounts to specifying the process for inflation. Note that the nominal log risk-free rate is given by:

$$r_{f,t}^{\text{nom}} = -\ln E_t \left[ M_{t+1} \frac{\Pi_t}{\Pi_{t+1}} \right],$$

where
where $\Pi_t$ is the price level at time $t$. If inflation is high, a nominal one-period default-free bond pays off less than if inflation is low. The nominal stochastic discount factor is thus:

$$M_{t+1}^{nom} = M_{t+1} \frac{\Pi_t}{\Pi_{t+1}}.$$  \hfill (16)

Inflation can be written

$$\Delta \pi_{t+1} = E_t [\Delta \pi_{t+1}] + \sigma_\pi \epsilon_{\pi,t+1},$$  \hfill (17)

where $\Delta \pi_{t+1}$ is the log inflation rate, $\epsilon_{\pi,t} \sim N(0,1)$, $E [\epsilon_{\pi,t} \epsilon_{\pi,t}] = \rho_{\pi\pi}$, and $E [\epsilon_{\pi,t} \epsilon_{\pi,t}] = \rho_{\pi\pi}$; that is, inflation can be correlated with the real risk factors in the economy. Thus, nominal bonds will in general not have the same risk premium dynamics as otherwise similar real bonds due to an indirect inflation risk premium. I write "indirect," as inflation itself is not a source of risk in the economy. Nominal default-free bonds simply have risky payoffs from the perspective of the representative agent, who cares about real consumption. Inflation is highly persistent, and following Wachter (2006), expected inflation is assumed to follow an $AR(1)$ process:

$$E_t [\Delta \pi_{t+1}] = c_\pi + \phi E_{t-1} [\Delta \pi_t] + \sigma_\pi \sigma_\pi \epsilon_{\pi,t}.$$  \hfill (18)

Note that innovations to expected inflation are assumed to be perfectly correlated with innovations to realized inflation. Realized inflation can therefore be written as:

$$\Delta \pi_{t+1} = c_\pi + \phi \Delta \pi_t + \theta \sigma_\pi \epsilon_{\pi,t} + \sigma_\pi \epsilon_{\pi,t+1},$$  \hfill (19)

where $\theta = \sigma_{E\pi} - \phi$. Thus, realized inflation follows an $ARMA(1,1)$ process, which can be easily estimated from the data via maximum likelihood. This specification is motivated partly empirically, as previous research has documented an important $MA(1)$ component in realized inflation (e.g., Wachter, 2006), and partly by parsimony, as inflation as specified here only introduces one additional state variable, $E_t [\Delta \pi_{t+1}]$, which allows evolution parameters to be easily estimated from the data.
Finally, aggregate log real dividend growth is given by:

$$\Delta d_{t+1} = c_d + (\delta_1 + \delta_2\sigma_{p,t})\varepsilon_{d,t+1},$$  \hspace{2cm} (20)$$

where $\varepsilon_{d,t+1} \sim N(0,1)$, $E[\varepsilon_{l,t}\varepsilon_{d,t}] = \rho_{ld}$, and $E[\varepsilon_{p,t}\varepsilon_{d,t}] = \rho_{pd}$. Thus, aggregate dividend growth is unpredictable, as in, e.g., Campbell and Cochrane (1999) and Wachter (2006), but with time-varying conditional volatility, as in, for example, Bansal and Yaron (2004). The latter feature is empirically motivated, as the conditional volatility of the relative price growth predicts realized dividend growth volatility in the data.\(^8\)

2 Data

The financial data on aggregate market returns, Treasury bills, and Treasury bonds used in this study are downloaded from the CRSP database. The sample period is 1959:Q2 to 2006:Q4.

2.1 Consumption data

The model calls for nondurable luxury good consumption data, although there is no agreed upon source of such data. What is more, a relatively long data series is necessary for the purpose of estimating the above Constant Correlation EGARCH-in-mean model with its 13 parameters. Ait-Sahalia, Parker, and Yogo (2004), which is the benchmark study for the use of luxury good consumption for asset pricing purposes, use as their main series sales data from some luxury retail companies (e.g., Tiffany & Co.) to construct an aggregate data series. They rely on this series as opposed to consumption data from the Bureau of Economic Analysis to avoid significant components of basic goods in the luxury good consumption measure. Unfortunately, this data cannot be used directly for the model in this paper. First, this data is annual from 1960 to 2001. While the data clearly constitutes luxury good and
not basic good consumption, 41 observations is insufficient to reliably estimate the above EGARCH system. In addition, the series ought to be of a quarterly frequency or higher to capture volatility dynamics well. These authors also provide year-on-year quarterly data from 1986 to 2001, which is only a slightly longer sample in terms of number of observations. The data should span a relatively long time period in order to capture any low frequency fluctuations in the amount of risk. Finally, the mentioned data series arguably consist mainly of durable goods as they cover jewelry expenditures. In particular, the relative price series they employ is the relative price of retail jewelry stores. The model presented in this paper, however, specifies nondurable luxury good consumption.

Given these data issues, I construct an alternative measure of nondurable luxury good consumption and relative prices based on the detailed National Income and Product Accounts (NIPA) tables from the Bureau of Economic Analysis. This data is quarterly and goes back to 1959:Q1. In particular, I classify sub-categories of aggregate nondurable and services expenditures as luxury good consumption according to the following three criteria:

1. The good is not predominantly a necessary good.

This criteria rules out food and clothing, for instance. While high-end restaurant visits and fashion certainly should be classified as luxury good consumption, the NIPA data unfortunately does not allow one to separate such consumption from the more "basic" visits to, for example, fast-food restaurants and generic brand clothes stores, which is most of the food and clothing consumption.

2. The good is not predominantly a basic good; it is likely to be consumed relatively more by the wealthy.

This criteria rules out many forms of discretionary spending on recreational activities, such as movie theater tickets. While going to the movies is clearly not a necessary good, it should be considered a basic good. It is relatively inexpensive, and it does not separate the richer from the poorer as movie theater visits are not scalable in quality to any significant extent. For instance, as you get more wealthy, you cannot improve...
your movie theater experience to a significant extent by paying more. The ability to increase the quality of the good consumed by spending more money is an important feature of luxury goods and discussed next.


Luxury goods are scalable in quality. For instance, hotel visits and travel are clearly discretionary. While many of us may be relatively quickly satiated in terms of the amount of days travelled per year, there are few limits (satiation) on the amount you spend per hotel visit and the flight. By choosing increasingly luxurious travel arrangements (business/first-class airfare and luxury hotels) instead of low budget travel arrangements, the luxury good aspect of the good can be increased.

Applying these criteria I choose four sub-categories of U.S. domestic consumption of nondurables and services that can be classified as luxury good consumption: hotel stays, air travel, beauty parlors and health clubs, and private flying. While these categories do have basic good components (perhaps with the exception of private flying), they are likely to be consumed more as one becomes more wealthy. I use this basket of goods as a proxy for aggregate nondurable and services luxury good consumption and construct the aggregate luxury good consumption series as a value-weighted index of the underlying consumption series. I construct the implicit price deflator for both luxury goods and basic goods from the underlying implicit price deflator series provided in the NIPA tables. The Appendix gives details of the data construction. This basket of goods is not as cleanly identified as luxury good consumption as the data in Ait-Sahalia, Parker, and Yogo (2004), but the availability of data and the consistency it allows, in terms of the basket of goods versus the construction of the relative price, are very important for the estimation of the model. Note that the measure of luxury good consumption used in this paper has similar cyclical properties as the measure constructed by Ait-Sahalia, Parker, and Yogo (2004) and the correlation between the two measures is 0.5. Finally, contamination from basic goods in the luxury good basket will work against the model and thus the classification is conservative.
Table 1 gives relevant summary statistics for the luxury good consumption and relative price data. Real luxury good consumption growth is 3.5 times as volatile as real aggregate consumption growth. The relative price growth is also more volatile than aggregate consumption growth, and all three series have about the same correlation with excess equity market returns. The latter is given both as the contemporaneous annual correlation \( r_{1} \) and as annual consumption and price growth leading annual returns by one quarter \( r_{2} \). The leading correlations are given due to the time aggregation that is implicit in measured consumption and prices as given by NIPA (e.g., Campbell, 1999). The final column gives the correlation of real luxury good expenditure growth with excess equity returns (i.e., \( \Delta l_t + \Delta p_t \)). With a maximum correlation with equity returns of 0.49, this measure is more highly correlated with excess equity market returns than is aggregate consumption. Figure 1 shows the sample of quarterly real, per capita luxury good consumption growth and price growth, versus aggregate consumption growth (dashed line) and NBER recession indicators (bars). The figure confirms visually the higher volatility of the two series compared with aggregate consumption growth. Further, luxury good consumption is clearly pro-cyclical, with low growth in recessions. The relative price growth also tends to be lower in recessions, but the relationship with business cycles is not nearly as strong. For instance, in the recession in 1980, the relative price in fact increased, while both aggregate consumption and luxury good consumption growth decreased.

So, how does this series compare to the luxury good series given in Ait-Sahalia, Parker, and Yogo (2004)? Figure 2 shows that the two series move together, as one would expect if they to some extent capture luxury good spending. The correlation between the annual growth rates of these two series in the available overlapping sample (1961-2001) is 0.49.\(^9\) The correlation between the Ait-Sahalia, Parker, and Yogo (2004) luxury good consumption series and aggregate returns is 0.26 (contemporaneous) and 0.42 (consumption leading returns by one quarter), versus 0.27 and 0.49 for the measure used in this paper. It is clear from the figure that the measure used in Ait-Sahalia, et al. is more volatile than the measure used in this paper. This can be partly attributed to the fact that the basket of goods used to
construct luxury good consumption in this paper is aggregate and spans different classes of consumption goods, which are not perfectly correlated, while the core data series in Ait-Sahalia et al. is from a subset of luxury good retail stores that mainly specialize in jewelry sales.

2.2 Inflation data

The inflation data used in this study is the implicit price deflator of basic goods. This price deflator is constructed using the quarterly price series of aggregate nondurable and services consumption and the constructed price deflator for luxury good consumption. The construction methodology is explained in detail in the Appendix. Since luxury good consumption is a relatively small fraction of aggregate consumption, the resulting inflation series is empirically very close to the inflation series obtained using only the price deflators of aggregate nondurable and services consumption. The annual inflation rate over the sample is 3.61% with an annualized standard deviation of 1.31%.

2.3 Dividend data

Aggregate stock market dividends are obtained from Boudoukh, Michaely, Richardson, and Roberts (2007), who construct an aggregate price-dividend ratio that takes into account share repurchases in addition to cash dividends using quarterly data from CRSP and Compustat. This data is annual. The sample from 1959 to 2006 is used to construct sample moments and for estimation of the parameters of the dividend growth specification in Equation (20). Log annual real dividend growth in the sample has a mean of 2.58% with a standard deviation of 12.07%. The average level of the price dividend ratio is 27.28, the volatility of the log price-dividend ratio is 0.274, and the annual autocorrelation of the log price-dividend ratio is 0.868.
3 Estimation and Calibration

3.1 Estimation

The joint EGARCH-in-mean specification given in Equations (8) to (11) above is estimated by maximum likelihood. Details about the estimation procedure are given in the Appendix.

Before presenting the results, there are two issues concerning time aggregation of the macro data that needs to be addressed. The model is solved and estimated at a quarterly frequency, in line with the availability of the data. While the model assumes that consumption takes place at the end of each quarter, this is not the case in the data. The consumption and price data are averages over the quarter. This induces spurious autocorrelation and smooths the series. Working (1960) shows that even though a variable (say, consumption growth) is actually i.i.d., time aggregation induces a first-order autocorrelation of 0.25 and reduces the variance by a factor of 3/2. First, any dynamic behavior in the mean should not be due solely to time aggregation. I therefore allow for an AR(1) term in the mean in the empirical specification to control for the induced temporal dependency. Following Wachter (2006), the AR(1) term will not feature in the specification used for the calibrated model. Second, when calibrating the model, the volatility of the series is important for matching relevant moments and thus for the chosen preference parameters. I discuss how I deal with the effect of time aggregation on volatility in Section 3.2.

Panel A of Table 2 shows the parameter estimates from the bivariate, constant correlation EGARCH-in-mean model. Focusing first on the results for luxury good consumption growth, the volatility parameters are all significant at the 10% level or more. The ARCH term, $\beta_1$, equals 0.41 and the GARCH term, $\beta_3$, equals 0.77, which implies positive persistence in volatility. Further, the asymmetric response term, $\beta_2$, is -0.17, which means that a negative shock to luxury good consumption growth increases its volatility. The upper half of Figure 3 shows the estimated volatility (dashed line) over the sample. The volatility operates at a business cycle frequency and tends to be high in recessions and low in expan-
sions. For the relative price growth, the ARCH term, $\beta_{1,p}$, equals 0.29 and the GARCH term, $\beta_{3,p}$, equals 0.94, which implies positive and high persistence in volatility. Again, the asymmetric response term, $\beta_{2,p}$, is -0.12 is negative, which means that a negative shock to the relative price increases its volatility. The lower half of Figure 3 shows the estimated volatility (dashed line) over the sample. The volatility is much more persistent than that for luxury good consumption growth; it operates at a lower, "generational" frequency rather than at a business cycle frequency.

For both of the variables, the coefficient on the variance in the mean specification is insignificant. Luxury good consumption growth tends in the sample to be low if the conditional volatility is high, while the opposite is true for the relative price growth. The relevant parameters $b_l$ and $b_p$ are very important for the dynamic behavior of the real risk-free rate (see Equation (13)), and therefore for bond risk premiums. In the main part of the paper, I consider a version of the EGARCH process that restricts $b_l$ and $b_p$ to values that maximizes the model’s fit to the real risk-free rate. Panel B of Table 2 shows parameter estimates from this restricted version of the joint EGARCH process. The values chosen for $b_l$ and $b_p$ will be discussed in more detail in Section 3.2, so for now simply note that the restricted model is not rejected in favor of the unrestricted model in a Likelihood Ratio test (see bottom of Table 2). Further, the restrictions have only a very small impact on the parameters governing the volatility processes. This can be seen visually in Figure 3. The dashed lines show the original volatility estimates, while the solid lines show the volatility estimates from the restricted model. For the luxury good consumption growth, the correlation between the two is 0.964, while for the relative price growth the correlation is 1.000. Finally, both the $AR(1)$ terms are relatively small, and one cannot reject a first-order autocorrelation of 0.25, which is a benchmark number for autocorrelation induced by time-aggregation (Working, 1960).
3.1.1 Inflation.

Inflation in the model is the dollar price change of the basic good.\textsuperscript{11} Panel C of Table 2 shows the parameters that are obtained from estimating the $ARMA(1, 1)$ process for inflation given in Equation (19) on the available data. As expected, inflation is very persistent, with a quarterly autocorrelation parameter of 0.93. The $MA(1)$ term is negative and significant, and using its value one can back out the relative magnitude of the shock to expected inflation: $\sigma_{E\pi} = \theta - \phi = -0.3647 + 0.9282 = 0.5635$. In words, shocks to expected inflation are perfectly positively correlated with, but smaller than, shocks to realized inflation in the estimated specification. Finally, innovations in inflation have low correlation with innovations to the real risk factors. Thus, inflation risk premia are economically small in this model and so the dynamic behavior of nominal bond risk premia are predominantly inherited from the dynamic behavior of real bond risk premia.

3.1.2 Dividends.

Panel C of Table 2 shows the results of estimating the dividend process in Equation (20) using the annual dividend growth data. The parameters that determine the conditional volatility, $\delta_1$ and $\delta_2$, are estimated by first running the regression:

$$\left| \Delta d_t - \Delta \bar{d} \right| = \tilde{\delta}_1 + \tilde{\delta}_2 \tilde{\sigma}_{\bar{p},t-4}^2 + \eta_t,$$

on the annual dividend growth data, where $\eta_t$ is the usual error term. Note that the conditional volatility of the relative price growth is lagged a full year so it is a valid predictive variable. The model calls for a quarterly regression, so the above regression is misspecified. I deal with this explicitly in Section 3.2. For now, note that $\tilde{\delta}_2$ is positive and statistically significant. The conditional volatility of luxury good consumption growth is not included in this specification as it empirically does not show up as significant (not reported).

The contemporaneous correlation between annual aggregate dividend growth and annual
luxury good consumption and relative price growth are only 0.08 and 0.17, respectively. These numbers are low, especially considering that real annual aggregate earnings growth (obtained from Robert Shiller’s website) has a correlation of 0.49 with luxury good consumption growth and 0.25 with relative price growth. This disparity in the correlations can, however, be reconciled by considering lead and lag correlations. For instance, one year lagged luxury good consumption growth have a correlation of 0.27 with the subsequent year’s dividend growth, while annual real aggregate earnings growth has a correlation of 0.41 with the subsequent year’s dividend growth. Such predictability is perhaps not surprising given the discretionary aspect of stock dividends. Time averaging and reporting delays in consumption and price data means dividends may also lead these variables. To resolve these data issues, while keeping a parsimonious specification for dividends (which keeps the number of state variables low), I use a measure of correlation that takes lead and lag effects into account. In particular, define \( \tilde{\rho}_{ld} = \frac{\sum_{j=-1}^{1} \text{cov}(\Delta l_{t-j}, \Delta d_{t})}{\sigma(\Delta l_{t})\sigma(\Delta d_{t})} = 0.44 \) and \( \tilde{\rho}_{pd} = \frac{\sum_{j=-1}^{1} \text{cov}(\Delta p_{t-j}, \Delta d_{t})}{\sigma(\Delta p_{t})\sigma(\Delta d_{t})} = 0.51. \)

These correlations are in line with those found with respect to earnings growth and, reassuringly, they make the model’s implied correlation of excess stock returns with luxury good consumption and relative price growth close to those in the data (see Section 5). Panel C of Table 2 summarizes the annual moments that are used as a basis for the calibration of the dividend process in the model.

### 3.2 Calibration

The model is calibrated at a quarterly frequency, in line with the available data.

#### 3.2.1 The preference parameters.

There are three preference parameters that must be calibrated: the time discounting parameter \( \beta \), the luxury good consumption share \( \alpha \), and the curvature parameter \( \gamma \).
First, consider the luxury share $\alpha$. In equilibrium:

$$\alpha = \frac{P_t L_t}{C_t} \frac{C_t}{C_t - X_t}. \quad (22)$$

That is, $\alpha$ is the luxury good expenditure share times the inverse of the expenditure share of total consumption in excess of the minimum basic good consumption level ($X_t$). The latter quantity is the inverse of an aggregate ”surplus consumption ratio” ($\frac{C_t - X_t}{C_t}$; see, for example, Campbell and Cochrane, 1999). Since the habit is unobservable, this variable is also in principle unobservable. However, it is possible to indirectly put some bounds on its average level by looking to both the habit formation literature and the literature on consumption commitments. From the habit formation literature, the average surplus consumption ratio in Campbell and Cochrane (1999) is 5.7% when their model is calibrated to aggregate asset pricing moments. Given that the sample average of $P_t L_t/C_t$ is 2%, the implied luxury share is $\alpha = 0.02/0.057 = 0.35$. Chetty and Szeidl (2007), on the other hand, study consumption commitments and find using U.S. consumption data that the average level of committed consumption expenditures is about 50%–65% of total consumption. This implies a surplus consumption ratio of 35% – 50% and $\alpha \approx 0.05$. Since a low $\alpha$ increases the importance of the relative price ($\delta$ increases) and since asset pricing dynamics at two frequencies is at the core of the estimated model, I choose $\alpha = 0.05$ in the benchmark calibration. Admittedly, this way of determining $\alpha$ is not very accurate; the studies cited are one-good models and the parameter’s bounds are not very tight. On the other hand, choosing the value of $\alpha$ in this way gives the model one degree of freedom less to match the standard unconditional asset pricing moments.

Next, consider the curvature parameter, $\gamma$. This parameter is not the same as the relative risk aversion of the agent \( \left( RRA = \frac{W V_{W W}}{V_W} \right) \). The presence of a habit level confounds the usual interpretation of $\gamma$, as discussed in, for example, Campbell and Cochrane (1999). In the model in this paper, however, per period utility can be written as $u_t \propto L_t^{1-\gamma} P_t^{1-\gamma+\alpha(\gamma-1)}$ by using Equations (2), (3), and (4). In this case, $\frac{-L_t u_{LL}}{u_L} = \gamma$, and so one can view $\gamma$ as the
relative risk aversion coefficient over atemporal luxury good consumption gambles. Since the rationale for considering luxury good consumption in part is to offer an explanation of the equity premium puzzle, I set $\gamma = 10$, which is the maximum value of risk aversion suggested by Mehra and Prescott (1985). This is also the target range for the risk aversion parameter in the empirical tests in Ait-Sahalia, Parker, and Yogo (2004). I choose the maximum value of this parameter to maximize the possible Sharpe ratio in the economy. Given these values for $\alpha$ and $\gamma$, it follows that $\delta = \gamma - \alpha (\gamma - 1) = 9.55$.

Finally, I restrict the time discounting parameter, $\beta$, to be 0.9999. This value is less than 1, which is an economic upper bound for this variable, while its high value helps the model match the average level of the real risk-free rate. A similar value for this parameter has been used by, among others, Boldrin, Christiano, and Fisher (2001). A high value for $\beta$ decreases the unconditional level of risk-free rate, as can be seen in Equation (13).

3.2.2 The state processes revisited.

Before I solve for asset prices in the model, it is useful to revisit the expression for the real risk-free rate:

$$ r_{f,t} = -\ln \beta + \gamma a_t + \delta a_p + \gamma (b_t - \gamma/2) \sigma_{l,t}^2 + \delta (b_p - \delta/2) \sigma_{p,t}^2 - \gamma \delta \rho \sigma_{l,t} \sigma_{p,t}. \quad (23) $$

With the parameter estimates of the joint EGARCH-in-mean process in hand, it is possible to test the implied relation between the real risk-free rate and the conditional volatilities of luxury good consumption growth and the relative price growth empirically. This is a useful exercise at this point both to ensure that the estimated conditional volatilities in fact are related to the real risk-free rate and to help further with the calibration of the model. In particular, the model has rich implications for conditional asset pricing moments, and it is therefore important for the interpretation of the model to verify that its first-order implications for the dynamic behavior of the risk-free rate are in line with the data. Consider
the regression:
\[ r_{f,t} = \beta_0 + \beta_1 \hat{\sigma}_{l,t}^2 + \beta_2 \hat{\sigma}_{p,t}^2 + \beta_3 \hat{\rho} \hat{\sigma}_{l,t} \hat{\sigma}_{p,t} + \varepsilon_t, \] (24)

where the model predicted signs of the regression coefficients are given in parenthesis below the coefficients. The negative sign predicted for \( \beta_1 = \gamma (b_l - \gamma/2) \) comes about due to the fact that \( \hat{b}_l < 0 \) and \( \gamma > 0 \). The sign on \( \beta_2 = \delta (b_p - \delta/2) \) restricts the value of \( \delta \) relative to \( \hat{b}_p \), while the sign of \( \beta_3 = -\delta \gamma \) must be less than zero as \( \gamma, \delta > 0 \). Running the regression in (24) using the quarterly sample (1959:Q3-2006:Q4) gives:
\[ r_{f,t} = \beta_0 + 6.0478 \hat{\sigma}_{l,t}^2 + 40.1584 \hat{\sigma}_{p,t}^2 - 115.5323 \hat{\rho} \hat{\sigma}_{l,t} \hat{\sigma}_{p,t} + \varepsilon_t, \] (25)

where White (heteroskedasticity corrected) standard errors are given in parenthesis. The first and the last coefficients are significant at the 10% level, while the second coefficient is significant at the 5% level. The fact that \( \hat{\beta}_1 \) is greater than 0 is, given that the point estimate of \( \hat{b}_l \) is -11.59, a rejection of the model. However, the \( \hat{b}_l \) parameter is estimated with considerable uncertainty; its 95% confidence bounds are \((-34.23, 11.05)\). The sensitivity of the risk-free rate in the model to the estimated \( \hat{b}_l \) and \( \hat{b}_p \) is problematic given the large standard errors on these parameter estimates. For instance, a different sign of \( \hat{b}_l \) and/or \( \hat{b}_p \) leads to opposite risk-premium dynamics as bonds become positively or negatively correlated with the state-variables.\(^{14}\) Given these concerns, I calibrate \( b_l \) and \( b_p \) to \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \) from the above regression. Using the calibrated values for \( \gamma \) and \( \alpha \) gives \( \hat{b}_l = 5.6048 \) and \( \hat{b}_p = 8.9974 \).

The high value of \( \gamma \) and the high average sample growth rate of luxury good consumption (2.37% p.a.), causes a risk-free rate puzzle. With only 47 years of data, however, this average growth rate is also estimated with a large standard error. I therefore, restrict the mean for luxury good consumption growth to equal 1.4% p.a., which allows the model to match the average level of the risk-free rate. This implies a restriction on \( a_l \). I then re-estimate the joint EGARCH process for \( \Delta l_t \) and \( \Delta p_t \), imposing the calibrated values of \( a_l, b_l, \) and \( b_p \) and verify through a likelihood ratio test that the restricted model cannot be rejected in favor of the unrestricted model (see Panel B of Table 2).\(^{15}\) The \( p \)-value of the test of the restricted
versus the unrestricted model is 0.26. Thus, the assumed parameters of the state processes used when analyzing the model’s implications are consistent with the available data. The strategy of matching the EGARCH model’s parameters to the time-series behavior of the risk-free rate is similar in spirit to term structure models using observable factors (e.g., Ang and Piazzesi, 2003; Duffee, 2006). These models also match the dynamic behavior of the risk-free rate, as well as possible using observable factors. Note that I have not used any conditional information to match the dynamic behavior of any asset’s risk premium in the calibration. Thus, the model implied risk premium dynamics are “out-of-sample” from the perspective of the calibration strategy.

Finally, due to issues related to time aggregation as discussed earlier, the AR(1) terms in the mean specification of \( \Delta l_t \) and \( \Delta p_t \) are ignored in the model calibration, and \( \omega_l \) and \( \omega_p \) are set so as to match the annual, unconditional sample moments of \( \sigma(\Delta l_t) \) and \( \sigma(\Delta p_t) \), respectively, while \( a_p \) is set to match \( E[\Delta p] \).\(^{16}\) Table 3 summarizes the parameter values used in the benchmark calibration, and Panel A of Table 4, show relevant unconditional moments of luxury good consumption and relative price growth of the calibrated model.

### 3.2.3 Inflation.

The inflation process is calibrated using the estimated parameters of the ARMA(1, 1). Since the data is quarterly, the correlations of the shock to inflation and the shocks to luxury good consumption growth and relative price growth are easy to compute, and I use the sample values of these in the calibration.

### 3.2.4 Dividends.

The dividend growth in the model is of a quarterly frequency, while the estimation in the previous section was based on annual dividend growth. To parameterize the quarterly dividend growth specification needed for the model (see Equation (20)), I run a simple simulated method of moments exercise. In particular, I simulate data from the model, calibrated at a
quarterly frequency where dividends are determined as in Equation (20). Given an initial guess of \( \delta_1 \) and \( \delta_2 \), I then simulate 1,000 samples of the same length as in the data and run the annual regression as in Equation (21). The average regression coefficients from the 1,000 samples is then compared to \( \tilde{\delta}_1 \) and \( \tilde{\delta}_2 \) as estimated in the data. This guides a new guess of the true \( \delta_1 \) and \( \delta_2 \), and I iterate on this procedure until the model generated \( \tilde{\delta}_1 \) and \( \tilde{\delta}_2 \) matches the \( \tilde{\delta}_1 \) and \( \tilde{\delta}_2 \) found in the data. Table 3 shows the resulting parameter values. In the calibrated model, the conditional volatility of quarterly dividend growth lies between 2.7\% (5\%-percentile) and 7.0\% (95\%-percentile). These fluctuations in cash flow risk contributes to the time-variation in the equity risk premium at the same, generational frequency as the volatility of the relative price, \( \sigma_{p,t} \). Further, the quarterly conditional correlations between dividend growth and the risk factors that correspond to the annual estimates given in the previous section, are found in the same procedure. Since the conditional correlations between quarterly dividend growth and the two risk factors — luxury good consumption growth and relative price growth — are positive, shocks to realized dividends carry a positive risk premium.

4 Model Results

4.1 Model solution

There are three state variables in the model: the conditional variance of luxury good consumption growth, \( \sigma_{l,t}^2 \), the conditional variance of the relative price growth, \( \sigma_{p,t}^2 \), and the expected inflation rate, \( E_t[\Delta \pi_{t+1}] \). All asset prices can be found as functions of these variables by numerically integrating the price functions. Below are definitions of the key variables in the model.
The price-dividend ratio of the aggregate equity claim is given by:

\[
\frac{P^E_t}{D_t} = E_t \left[ \sum_{j=1}^{\infty} M_{t,t+j} \frac{D_{t+j}}{D_t} \right],
\]

where \( D_{t+j} \) is the real dividend payment at time \( t + j \). Note that the price-dividend ratio can be expressed as a function only of the real state variables, \( \sigma^2_{l,t} \) and \( \sigma^2_{p,t} \), since dividends are given in real terms as in Equation (20). The nominal return to equity is:

\[
R^E_{t+1} = \frac{P^E_{t+1} + D_{t+1} \Pi_{t+1}}{P^E_{t+1}} \Pi_t.
\]

The price of a nominal zero-coupon bond that pays $1 in \( N \) periods is

\[
P^\$_{N,t} = E_t \left[ M_{t,t+N} \frac{\Pi_t}{\Pi_{t+N}} \right].
\]

The return on the bond is then:

\[
R^\$_{N,t+1} = \frac{P^\$_{N-1,t+1}}{P^\$_{N,t}}.
\]

The continuously compounded yield to maturity on the bond is given by:

\[
y^\$_{N,t} = -\frac{1}{N} \ln P^\$_{N,t}.
\]

The nominal risk-free rate is just the one-period nominal zero-coupon bond yield:

\[
r^\$_{f,t} = -\ln E_t \left[ M_{t,t+1} \frac{\Pi_t}{\Pi_{t+1}} \right].
\]

The upper half of Figure 4 shows the calibrated model’s nominal risk-free rate and price-dividend ratio as functions of the real state variables, \( \sigma^2_{l,t} \) and \( \sigma^2_{p,t} \). Two standard deviation changes in the volatility of the relative price growth are given on the \( x \)-axis, while variation in the conditional volatility of luxury good consumption growth is shown by changing the
plotted line from solid to dashed. In particular, the dashed line corresponds to times when luxury growth volatility is two standard deviations above average, while the solid line corresponds to when it is two standard deviations below its average value. Since the conditional volatility of luxury good consumption growth is a counter-cyclical business cycle frequency variable, the dashed line is labeled "recession" while the solid line is labeled "expansion."

The risk-free rate is increasing in the conditional volatilities, indicating that bonds are risky (i.e., bonds fall in value when there are negative shocks to the risk factors). This is similar to the model in Wachter (2006), where the risk-free rate is positively related to the conditional volatility of surplus consumption, which in turn is negatively correlated with aggregate consumption shocks. The nominal risk-free rate is of course increasing in inflation (not shown in graph), but since inflation is close to uncorrelated with the risk factors, shocks to inflation are not important for nominal bond risk premia in the model. The price-dividend ratio is decreasing in both volatilities. Dividend growth is unpredictable in the calibrated model, so movements in the price-dividend ratio are solely due to movements in discount rates (Campbell and Shiller, 1988). Both the equity risk premium and the risk-free rate contribute to increasing discount rates when the conditional volatilities of the risk factors are high. The lower half of Figure 4 shows that both the equity risk premium and the risk-premium on a 5-year risk-free zero-coupon bond are increasing in the real state variables. Since the two state-variables operate at difference frequencies, asset risk premia in general inherit the two-frequency dynamics. Note from the plot, however, that the fluctuations in the equity risk premium are larger at the generational cycles followed by $\sigma_p^2$ than over the business cycle, as measured by fluctuations in $\sigma_l^2$. This previews the result that return predictability, in the model and in the data, is stronger at frequencies lower than the business cycle frequency.

Figure 5 shows how the conditional volatility and Sharpe ratio of equity returns vary with the state variables. Note that equity return volatility is only slightly higher in recessions (dashed line) than in expansions (solid line), but instead varies more with the lower frequency variation in risk. This is in part because the volatility of dividends is positively related to
this slower moving state variable, and in part because changes in the conditional volatility of more persistent shocks have a bigger impact on the volatility of the equity price. The equity Sharpe ratio, however, is much more closely related to the business cycle; high in recessions and low in expansions. Time variation in the Sharpe ratio is driven by time variation in the conditional volatility of the stochastic discount factor. The fluctuations in the conditional volatility of luxury good consumption are estimated to be larger in absolute value than the fluctuations in the conditional volatility of relative price growth. Since the former operates at a business cycle frequency, the Sharpe ratio is more tightly related to business cycle fluctuations than the lower frequency, generational fluctuations. However, due to the volatility effect, the equity risk premium has a stronger relation to these low frequency movements in risk. This difference in persistence between the equity Sharpe ratio and the equity risk premium in the model is consistent with the empirical findings in Lettau and Ludvigson (2007).

4.2 Unconditional moments

Panel A of Table 4 gives a summary of the unconditional simulated sample moments of the model’s exogenous state processes versus the data, while Panel B shows the unconditional asset pricing moments in the data, as well as in simulated data from the model. The simulated moments are computed as sample averages of 1,000 samples of the same length as in the data (191 quarters). Thus, any small sample issue in the moments from the data is replicated in the model-generated moments. To evaluate whether the model is able to match the moments in the data, the moments from the model are given as the median, the 5th percentile and 95th percentile moments from the 1,000 samples. Thus, the table effectively reports the 90% confidence interval of each moment.

The median sample equity premium and return volatility are close to the historical values in the data. Thus, the model is able to account for the equity premium puzzle (Mehra and Prescott, 1985). This is consistent with the empirical findings of Ait-Sahalia, Parker, and
Yogo (2004), who estimate a low level of relative risk aversion using a different measure of luxury good consumption as discussed earlier. Note that the volatility of equity returns is greater than that of dividend growth. This "excess" return volatility (Shiller, 1981) is due to time-variation in discount rates. The model matches relatively well the level of the equity market price-dividend ratio, but its volatility is too low compared to the data. This indicates that there is more time-variation in discount rates, expected dividend growth, or both, in the data than what is generated by the model. I will discuss this further when evaluating the small-sample excess return predictability generated by the model.

The model also matches well the unconditional level and volatility of the nominal and the real risk-free rates. Excess return and return volatility to long-term bonds are increasing in maturity, as in the data, and again the model matches well the levels of these variables, with the exception of the volatility of 3- and 5-year zero-coupon bond returns, which is high relative to the data. However, the 10-year bond return volatility match the data well. The Sharpe ratios of bonds in the model are less than the Sharpe ratio of equities and decreasing in bond maturity. This pattern is consistent with the historical data.

In sum, the model matches the first and second moments of aggregate equity returns and nominal risk-free bonds quite well. This is especially noteworthy considering that the dynamic behavior of the habit level is not calibrated to match these asset pricing moments, but instead estimated to be consistent with the observable macro-economic data.

Before turning to the conditional moments of the model, however, I investigate whether the equity premium implied by the model calibration is consistent with an alternative empirical measure of the model implied equity premium.

4.2.1 Model implied covariances and the data.

The model calibration with respect to the equity risk premium relies on an estimate of the correlation between real dividend growth and the two real risk factors in the economy. Dividends are, however, difficult to measure accurately (e.g., Boudoukh, Michaely, Richard-
son, and Roberts, 2007). I therefore consider here a different measure of the risk premium: the covariance of excess equity returns with the stochastic discount factor. Given that the model yields an observable stochastic discount factor, one can investigate its joint dynamic properties with excess equity market returns directly.

The unconditional Law of One Price (e.g., Campbell, 1999) states that:

\[
E[R_{i,t+1}] = -R_f \text{Cov}(M_{t+1}, R_{i,t+1}) \tag{32}
\]

\[
\frac{E[R_{i,t+1}]}{\sigma(R_{i,t+1})} = -R_f \rho(M_{t+1}, R_{i,t+1}) \sigma(M_{t+1}), \tag{33}
\]

where \(\rho(\cdot)\) denotes correlation and \(\sigma(\cdot)\) denotes standard deviation. Given that the risk-free rate is small, a high unconditional risk premium must come from a large negative unconditional covariance between excess returns and the stochastic discount factor (Equation 32). A large Sharpe ratio must, per Equation 33, come from a negative correlation between excess returns and the stochastic discount factor, as well as a high volatility of the stochastic discount factor.

The annualized volatility of the stochastic discount factor in the data, given the calibrated values of \(\gamma\) and \(\delta\) and the time-series properties of \(\Delta l\) and \(\Delta p\), is 51%. The average real risk-free rate is 2%, and so the maximum Sharpe ratio given by the model is 0.52 (annual).\(^\text{18}\) The quarterly correlation of contemporaneously reported consumption, price, and returns data, gives a correlation between excess returns and the stochastic discount factor of only -0.14. This implies an equity Sharpe ratio of only 0.07. Using, instead, end-of-year data consumption data from 1959:Q4 to 2006:Q4 and annual returns data 1959:Q3 to 2006:Q3 (i.e., annual data using the beginning of quarter consumption timing convention of Campbell (1999) to account for time aggregation), the correlation between the stochastic discount factor and excess equity market returns is -0.48, which implies an equity Sharpe ratio of 0.25. This is closer to the 0.35 found in the data and implied by the model calibration.
More fundamentally, these differences in measured correlation may indicate the presence of measurement error (e.g., Working, 1960; Christiano, Eichenbaum, and Marshall, 1991; Wilcox, 1992). Measurement error in the consumption and price data may lead to economically significant understatement of the true correlation between the real risk factors and asset returns. Further, seasonality in consumption spending (Jagannathan and Wang, 2007) or frictions to adjusting consumption behavior (e.g., Lynch, 1996; Gabaix and Laibson, 2002) are not explicitly accounted for in the simple model in this paper, but may be present in the data. However, Parker and Julliard (2005) suggest a way to test consumption-based models, that is robust to some of these frictions and data problems. I adopt their methodology as an alternative way of investigating whether the model is able to empirically address the equity premium puzzle.

Using Equations (6) and (7), one can write the stochastic discount factor in terms of the marginal utility of the representative agent:

\[ M_{t+1} = \beta M_U_{t+1}. \] (34)

Since, by no-arbitrage, the \( S \) period risk-free rate at time \( t + 1 \) is \( R_{f,t+1}^S = 1/E_{t+1} [M_{t+1+S}] \), it follows that \( M_U_{t+1} = E_{t+1} [\beta^S M_U_{t+1+S} R_{f,t+1}^S] \). Next, define:

\[ M_t^S \equiv \beta^{1+S} R_{f,t+1}^S \frac{M_{t+1+S}^{U}}{M_U_t} = \beta^{1+S} R_{f,t+1}^S \left( \frac{L_{t+1+S}}{L_t} \right)^{-\gamma} \left( \frac{P_{t+1+S}}{P_t} \right)^{-\delta}. \] (35)

Using the Law of Iterated Expectations:

\[ E \left[ R_{t+1}^e \right] = -Cov \left( M_{t+1}^S, R_{t+1}^e \right) / E \left[ M_{t+1}^S \right]. \] (36)

This version of the stochastic discount factor holds for all horizons \( S \), and thus makes it possible to look at the correlation between longer horizon growth rates in the relative price and luxury good consumption versus one quarter equity returns. Parker and Julliard (2005), show that doing so can lead to quite different quantitative inferences from the model. Table
shows the sample measure of the risk premium, constructed using Equation (36) and the data sample in this paper for \( S \) ranging from 0 (no timing issues) to 16 quarters. The focus here is on the point estimates of the model’s equity risk premium, and I therefore do not report standard errors of the estimated values. The equity risk premium calculated using Equation (36) above starts at 0.95% for \( S = 0 \), and peaks at 6.63% for \( S = 4 \). Thus, the sample equity risk premium of 5.93% is well within the maximum the model empirically is measured to deliver. For comparison, the same measure of the risk premium but using the standard Consumption CAPM (i.e., \( M_{t+1}^S = \beta^S (C_{t+1+S}/C_t)^{-\gamma} \)) is reported in the rightmost column. I assume \( \gamma = 10 \) for this benchmark model as well. In this case, the model estimated risk premium starts 0.30% at \( S = 0 \) and peaks at 1.41% at \( S = 8 \). Thus, one would need \( \gamma = 42 \) for the standard model to match the historical average excess equity return at the "optimal" horizon, \( S \). However, this high value of relative risk aversion would lead to a risk-free rate puzzle (Weil, 1989).

Thus, judging from returns data directly, and not relying on poorly measured aggregate cash flow data, the model is able to empirically match the equity risk premium. However, this success relies on allowing for longer horizon growth rates for the real factors in the stochastic discount factor, as in Parker and Julliard (2005). From the perspective of the model, this empirical difference in performance over different time-horizons must be due to measurement error in the consumption and relative price data.

### 4.3 Conditional moments

Since the model has two state variables that operate at different frequencies, I investigate whether this helps the model get the relative persistence of key economic state variables, such as the risk-free rate, the price-dividend ratio, and the term spread right. Further, I follow the standard in the literature and look at forecasting regressions of future excess stock and bond returns (e.g., Fama and French, 1989) using both historical data and data simulated from the calibrated model.
4.3.1 Persistence.

Time variation in the conditional Sharpe ratio of an asset must be due to time variation in the correlation between the asset’s returns and the stochastic discount factor, time variation in the risk-free rate, or time variation in the conditional volatility of the stochastic discount factor:

\[ \frac{E_t(R_{i,t+1} - R_{f,t})}{\sigma_t(R_{i,t+1})} = -R_{f,t} \rho_t (R_{i,t+1}, M_{t+1}) \sigma_t (M_{t+1}). \] (37)

In the model, the latter is the important channel for the conditional Sharpe ratio of the aggregate equity market. Table 6 shows that the median annual autocorrelation of the conditional Sharpe ratio of equities is 0.46, which is close to the 0.52 as measured empirically by Lettau and Ludvigson (2007). The two real state variables in the model, \( \sigma_l \) and \( \sigma_p \), have annual autocorrelations of 0.32 and 0.76, respectively, and the dynamic behavior of the Sharpe ratio is in the middle of these as both are important for the conditional volatility of the stochastic discount factor. Further, as shown in Figure 5, the Sharpe ratio is strongly counter-cyclical.

The price-dividend ratio is more persistent than the Sharpe ratio, both in the model and in the data. The historical annual autocorrelation of the aggregate log price-dividend ratio is 0.87. The model can, however, only just match this high persistence. In particular, the 95\(^{th}\) percentile annual autocorrelation of the dividend yield in the model is 0.883, while in the data it is 0.868.\(^{19}\) While this persistence is within the model’s 95\(^{th}\) percentile, one would like the model to more comfortably match this important moment. In fact, there is reason to think this number is understated in the model. In particular, the autocorrelation of the price-dividend ratio in the model is driven mainly by the persistence of the most persistent state variable, the conditional volatility of the relative price growth. This variable’s quarterly autocorrelation is 0.934, which is 0.761 annually. However, the estimate of the persistence parameter \( \beta_{p,3} \) in the maximum likelihood procedure applied in Section 4 is downward biased (e.g., Bollerslev and Wooldridge, 1992). It is well-known that estimates of persistence is downward biased in small samples. This is also clear from Table 6. The estimated conditional
volatility of relative price growth has an autocorrelation of 0.73. However, when using
the estimated value of $\beta_{p,3}$ in the model calibration, the model generates a median annual
autocorrelation of the conditional volatility of the relative price of only 0.65, due to the
small-sample bias. I have not made any attempt to correct for small-sample bias in the
estimation of the parameters of the state processes, and thus the downward bias in the
estimated persistence of the state variables is inherited by the model’s dividend yield. The
difference between the persistence of the dividend yield in the data and in the model reported
in Table 6 is therefore biased upwards.

The fact that the Sharpe ratio and the dividend-price ratio in the model, as in the data,
operate at quite difference frequencies, is a departure from current benchmark models where
only one state variable drives the dynamic behavior of risk (e.g., Campbell and Cochrane,
1999; Wachter, 2006).

The model matches well the persistence of the real risk-free rate and the slope of the
term structure, measured as the difference between the 3-, 5-, and 10-year yield and the
1-year yield on nominal risk-free zero-coupon bonds. The term spreads have a significant
business cycle component, as in the data. Importantly, the persistence of the yield spreads
are significantly lower than the persistence of the dividend yield, which indicates that the
former are more tightly linked to business cycle fluctuations, while the latter is more strongly
related to generational fluctuations in discount rates. Again, this is a feature of the data
that cannot be replicated in a model with only one risk factor.

The nominal risk-free rate, however, is only barely as persistent as in the data. Since the
persistence of the real risk-free rate is matched in the model, this indicates that the assumed
inflation process in the model is not rich enough to match the persistence of the nominal
short-rate. I leave a more in-depth analysis of the inflation dynamics to future research.

In sum, the model generates economic state variables with different persistence, consistent
with the historical data. This differences in persistence comes from the estimated difference
in persistence of the conditional volatilities of the two real risk factors in the model, which
operate at the business cycle frequency and an even lower "generational" frequency.

4.3.2 Forecasting regressions.

Forecasting regressions of excess equity and bond returns are a standard way to detect time-variation in equity and bond risk premia (e.g., Campbell and Shiller, 1988; Fama and French, 1989). I consider forecasting regressions of excess equity and bond returns using simulated data from the model and compare this to forecasting regressions using historical data. The forecasting regressions are standard. Let $r_{i,t,t+q}$ be the log return on asset $i$ in excess of the risk-free rate from time $t$ to $t+q$ and let $x_t$ be a vector of forecasting variables observable at time $t$. The generic forecasting regressions run are of the form:

$$r_{i,t,t+q} = \alpha_i + \beta_i'x_t + \varepsilon_{i,t,t+q}. \quad (38)$$

When reporting regressions using simulated data from the model, the $t$-statistics, the regression coefficients, and the $R^2$s are sample averages of 1,000 regressions of the same size as those in the data (191 quarters). This way, the small-sample issues that often arise in these regressions (e.g., Stambaugh, 1999; Campbell and Yogo, 2003) are replicated in the model regressions. All $t$-statistics are corrected for heteroskedasticity and autocorrelation using Newey-West standard errors, in both historical and simulated data regressions.

Risk premia are in the model driven by the conditional volatility of luxury good consumption growth and relative price growth. In particular, Equation (14) shows that the maximal conditional price of risk in the economy is a function of $\sigma^2_{l,t}$, $\sigma^2_{p,t}$, and the interaction term $\sigma_{l,t}\sigma_{p,t}$. Panel A of Table 7 shows how excess equity returns at increasing forecasting horizons are related to these variables in the model in a univariate setting. In particular, while $\sigma^2_{l,t}$ is positively related to the risk premium, per Figure 4, the model regressions show that in samples of the same size as that used in this study, this business cycle predictability is not statistically significant when using $\sigma^2_{l,t}$ alone. The $R^2$ is increasing in the horizon, but
small at only 1.2% at the annual forecasting horizon. Note, however, that an $R^2$ of 1.2%, implies a risk premium standard deviation of 1.9% given the model’s realized equity return volatility. Thus, as noted by Kandel and Stambaugh (1996), small $R^2$s in these regressions do not imply that the time variation in the risk premium is not economically significant. However, the $R^2$s found in the data are effectively zero. Since $\sigma^2_{l,t}$ is estimated, there is an errors-in-variables problem that biases the regression coefficients and $R^2$s downwards.

Both in the model and in the data, however, $\sigma^2_{p,t}$ is a significant predictor of future excess equity returns. The regression coefficient and $R^2$s are increasing in the return forecasting horizon. The fact that $\sigma^2_{p,t}$ is a stronger predictive variable than $\sigma^2_{l,t}$ is expected given Figure 4 which shows that the equity risk premium fluctuates more at the generational frequency of $\sigma^2_{p,t}$.

Campbell and Shiller (1988) note the special role of the dividend-price ratio in predicting future excess returns. The rightmost columns of Panel A in Table 7 show that the dividend yield does indeed forecast future excess equity returns both in the data and in the model. However, the forecasting power of the standard measure of the dividend yield employed here (cash-dividends imputed from the CRSP files, which quarterly data is readily available for) is quite weak. This is consistent with the results reported in Boudoukh, Michaely, Richardson, and Roberts (2007). As expected, the regression coefficient and the $R^2$ are increasing in the return horizon also here.

Importantly, the dividend yield is more slow-moving than the business cycle, which indicates there may be business cycle dynamics in the risk premium not picked up by the dividend yield. Panel B of Table 7 shows the multivariate regression using $\sigma^2_{l,t}$, $dp_t$, and the interaction term $\sigma^2_{l,t}dp_t$, where $dp_t$ is a measure of the dividend yield. I use both the cash dividend yield and the $CAY$ variable of Lettau and Ludvigson (2001) as measures of the aggregate equity market dividend yield. The latter variable is a measure of the aggregate consumption-wealth ratio that Lettau and Ludvigson (2001) show is a strong predictive variable. The model predicts that the risk premium is increasing in recessions, as measured by
\( \sigma_{l,t}^2 \), but more so when the dividend yield is otherwise high. This latter effect is reflected in a positive coefficient on the interaction term. In simulated data from the model, the inclusion of the business cycle variable \( \sigma_{l,t}^2 \) increases the adjusted \( R^2 \) of the dividend yield regressions from 2.6\% to 6.9\% in the annual regressions, but on average this effect is not statistically significant in the model regressions. In the data, however, the interaction terms come in significant for both the cash-dividend yield and the \( CAY \) variable, if only at the quarterly horizon for the latter. The effect of the business cycle variable decreases for forecasting horizons longer than a year, as could be expected since the business cycle has a relatively short half-life. Overall, the model delivers on average somewhat too little predictability relative to that found in the data. This is consistent with the fact that the volatility of the price-dividend ratio in the model is smaller than that in the data.

Next, I investigate further the existence of a business cycle component in expected excess equity market returns. In particular, Panel C of Table 7 shows the forecasting regressions where the dividend yield and \( CAY \) are interacted with an \( NBER \) recession indicator and lagged \( GDP \) growth. The former is not strictly a valid forecasting variable, as the \( NBER \) dates are set ex-post, but it is useful as it pins any fluctuations in the risk premium associated with this variable directly to an agreed upon measure of the business cycle. Again, recessions (i.e., below average lagged \( GDP \) growth, or a positive \( NBER \) indicator; note that the signs in the regressions will thus be opposite) are associated with a high risk premium, and the effect a recession has on the risk premium is increasing in the level of the dividend yield.

Predictability of aggregate, excess equity returns are well documented (e.g., Campbell and Shiller, 1988; Fama and French, 1988; Lettau and Ludvigson, 2001). Fama and French (1989), in particular, emphasized that the dividend price ratio is a lower frequency predictive variable compared to the business cycle related term spread. The results reported here give a macroeconomic, consumption-based foundation for the existence of risk factors operating at both of these frequencies.

The strong predictive ability of the conditional volatility of the relative price is especially
noteworthy given that this variable does not have a market price component, as opposed to what is the case for both the dividend yield and the \textit{CAY}-variable. Figure 6 shows the historical dividend yield and \textit{CAY}-variable versus the estimated conditional volatility of the relative price growth. Both variables are, consistent with the model, empirically significantly and positively correlated with the conditional volatility of relative price growth. NBER-style recession indicators (vertical bars) are plotted and visually show that the predictive power of this variable is not mainly due to business cycle dynamics, but to a lower frequency component.

Table 8 shows forecasting regressions with excess bond returns as the dependent variable. The bonds are nominal, default-free zero-coupon bonds with maturities of 2, 3, 4, and 5 years obtained from the CRSP files. In all cases, an annual return forecasting horizon is considered, where the data is overlapping at a quarterly frequency. Again, the reported regression coefficients are sample averages of 1,000 regressions of the same length as the data sample, but using simulated data from the model. The reported regression \textit{t}-statistics are the average Newey-West \textit{t}-statistics corrected for the length of the observation overlap.

Table 8 shows that the luxury good volatility is not a good predictor of future excess bond returns in the model or in the data. The regression coefficient is increasing with maturity for maturities up to four years, but then decreases both in the data and in the model. Business cycle fluctuations are relatively fast-moving and therefore less important for longer maturity bonds. The volatility of the relative price, however, is the more successful forecasting variable. It forecasts excess bond returns in the data with a significant coefficient at all horizons. The regression coefficient is increasing with bond maturity as the bonds with longer maturity are more affected by this very persistent risk factor. The $R^2$s are slightly decreasing in the maturity of the bonds. The regressions using model simulated data are consistent with these findings, except that the average forecasting power of $\sigma^2_{p,t}$ is not significant for bond maturities of more than two years.

In the model, the $R^2$s of the bond return predictability are fairly low. An $R^2$ of 0.9%
for the 5-year bond, however, implies that the standard deviation of expected excess 5-year bond returns in the model is 0.6% p.a., which is still economically significant relative to the average risk premium of 1.1% p.a. However, the empirical regressions find higher $R^2$’s around 4%, which implies an annual standard deviation of the 5-year bond risk premium of 1.1%. Note that there is no significant small sample bias in the regressions using the estimated volatilities as the forecasting variables. Thus, again there appears to be somewhat stronger predictability in the data than that delivered by the model on average.

Finally, I consider the Cochrane and Piazzesi (2005) factor as a forecasting variable. This is the currently most successful forecasting variable of bond returns and it delivers powerful empirical evidence of the failure of the expectations hypothesis. Of course, we already know that the expectations hypothesis fails in the model, as bond risk premia are time-varying (see Fama and Bliss, 1986; Campbell and Shiller, 1988), but using this factor provides a benchmark for assessing the magnitude of this failure in the model relative to the data. Cochrane and Piazzesi (2005) run the following regression:

$$ rx_{t+1} = \gamma' f_t + \varepsilon_{t+1}, \quad (39) $$

where $rx_{t+1}$ is the average excess annual return on 2-, 3-, 4-, and 5-year nominal zero-coupon bonds, $\gamma'$ is a vector of regression coefficients, and $f_t$ is a vector of the 1-, 2-, 3-, 4-, and 5-year annual forward rates and an intercept. Denote this fitted value, $\hat{\gamma}' f_t$, the Cochrane-Piazzesi factor. They then run individual excess bond returns regressions of the form:

$$ rx_{t+1}^{(n)} = b_n (\hat{\gamma}' f_t) + \varepsilon_{t+1}^{(n)}, \quad (40) $$

where $b_n$ is the maturity-specific regression coefficient. I replicate their methodology both in the historical sample and in the model simulated samples. The rightmost columns in Table 8 shows that the Cochrane-Piazzesi factor indeed is a strongly significant predictor of future excess bond returns in the model, as well as in the data. Consistent with the data, the
\( R^2 \)’s are decreasing in bond maturity, while the regression coefficient is increasing in bond maturity. While the evidence is strong in the model, it is stronger in the data. The \( R^2 \)’s in the model are all around 4\%, while in the data they are more than 30\%. So, from these forecasting regressions, the annual 5-year bond risk premium in the model has an implied standard deviation of 1.2\%, while the corresponding number in the data is 3.4\%. While the model does not replicate the full magnitude of the deviations from the expectations hypothesis as measured by these regressions, a standard deviation of 1.2\% for a 5-year bond risk premium that is only 1.1\% unconditionally, is highly economically significant (see Kandel and Stambaugh, 1996).

5 Conclusion

This paper makes two main contributions. First, I present a two-good model where only one of the goods, the basic good, is exposed to an external unobservable habit. The relative price between the two goods can be used to substitute out the unobservable habit, which yields an, in principle, observable stochastic discount factor. This allows me to estimate the habit formation model and so I avoid the reverse engineering that usually is necessary when calibrating the dynamic behavior of the habit level (e.g., Campbell and Cochrane, 1999; Wachter, 2006). Using available disaggregate U.S. data on nondurables and services, I construct a basket of goods that reasonably can be labelled as luxury goods. The remaining goods in the nondurables and services group are labelled basic goods. I show that nondurable and services luxury good consumption is more volatile than and more correlated with equity returns than the standard nondurable and services aggregate consumption measure that is usually employed. Of these reasons, the model can account for the unconditional equity premium puzzle, the risk-free rate puzzle, and the excess volatility puzzle. The model can also account for the unconditional level of bond risk premia observed in the data.

Second, I estimate the conditional volatility of the two risk factors, luxury good consumption and relative price growth, to operate at a business cycle and a lower-frequency,
"generational" cycle, respectively. Thus, the price of risk and risk premium dynamics in the model are predicted to operate at both of these frequencies. The model predicts that the lower-frequency fluctuations in risk are quantitatively more important for risk premia than the business cycle fluctuations. I indeed find evidence in the data for both a business cycle and a lower frequency component in the equity risk premium. Further, consistent with the model, the lower frequency component is quantitatively the more important one. The same dynamic behavior holds for bond risk premia in the model. Since the model predicts counter-cyclical bond risk premia, it also captures the failure of the expectations hypothesis. In particular, I show that the Cochrane and Piazzesi (2005) factor predicts future bond returns in the model at all maturities. The average simulated sample from the model does not, however, quantitatively generate as much predictability as that found in the data.

The estimated conditional volatility of the relative price of basic versus luxury goods predicts both excess bond and equity returns in the data, and it is significantly positively correlated with both the aggregate dividend yield and a measure of the aggregate consumption-wealth ratio (the $CAY$-variable of Lettau and Ludvigson, 2001). The empirical relevance of this variable, which is estimated from macro data only, is important evidence in favor of the two-good model advocated in this paper.

In future research, it will be useful to consider richer specifications for the exogenous state processes of the risk factors, aggregate dividends, and inflation than those estimated in this model. This may improve the quantitative match of the conditional moments of the model with those estimated from the data.
Figure Legends

**Figure 1: Growth rates of the macro variables.** The upper figure shows quarterly real log luxury good consumption growth versus aggregate consumption growth (dashed line) and NBER recessions (bars). The lower figure shows the relative price growth versus aggregate consumption growth (dashed line) and NBER recessions (bars). The sample is 1959:Q2 - 2006:Q4.

**Figure 2: New Luxury Measure vs. APY (2004) series.** The figure shows the annual log luxury good consumption growth series given in Ait-Sahalia, Parker, and Yogo (2004), dashed line, versus the annual log luxury good consumption growth of the series constructed in this paper, solid line. The correlation between the two series is 0.49. The sample is 1961 - 2001.

**Figure 3: Conditional volatility of the macro variables.** The upper plot shows the estimated conditional volatility of quarterly real log luxury good consumption growth. The dashed line shows the estimates from the unrestricted model, while the solid line shows the estimates from the restricted model. The lower plot shows the estimated conditional volatility of quarterly the relative price growth. The dashed line (mainly hidden behind the solid line) shows the estimates from the unrestricted model, while the solid line shows the estimates from the restricted model. The bars are NBER recession indicators. The sample is 1959:Q3 - 2006:Q4.

**Figure 4: Asset pricing variables vs. state variables.** The figure gives two standard deviation fluctuations in the conditional variance of the relative price, $\sigma^2_{p,t}$, on the x-axis,
and two standard deviations in the conditional variance of luxury good consumption growth, \( \sigma^2_{l,t} \), as a dashed line (high) and a solid line (low). The plots are of the equity market price-dividend ratio, the real risk-free rate, the equity premium, and the risk premium on a 5-year nominal zero-coupon bond. All variables are solved for at a quarterly frequency and annualized.

**Figure 5: Equity volatility and Sharpe ratio vs. state variables.** The figure gives two standard deviation fluctuations in the conditional variance of the relative price, \( \sigma^2_{p,t} \), on the x-axis, and two standard deviations in the conditional variance of luxury good consumption growth, \( \sigma^2_{l,t} \), as a dashed line (high) and a solid line (low). The plots are of the volatility of equity market returns and the equity Sharpe ratio. All variables are solved for at a quarterly frequency and annualized.

**Figure 6: Empirical valuation ratios vs. \( \sigma_p \).** The figure shows the estimated historical conditional volatility of relative price growth, \( \sigma_{p,t} \), (solid line) versus the aggregate historical log dividend yield and the \( CAY \)-variable of Lettau and Ludvigson (2001). The bars are NBER recession indicators. The sample is 1959:Q3 - 2006:Q4.
6 Appendix

6.1 Estimating the EGARCH process

The system to be estimated is:

\[ \Delta l_t = a_l + b_l \sigma^2_{l,t} + \sigma_{l,t} \varepsilon_{l,t} \]  \hspace{1cm} (41)

\[ \log \sigma^2_{l,t} = \omega_l + \beta_{1,l} |\varepsilon_{l,t-1}| + \beta_{2,l} \varepsilon_{l,t-1} + \beta_{3,l} \log \sigma^2_{l,t-1} \]  \hspace{1cm} (42)

and

\[ \Delta p_t = a_p + b_p \sigma^2_{p,t} + \sigma_{p,t} \varepsilon_{p,t} \]  \hspace{1cm} (43)

\[ \log \sigma^2_{p,t} = \omega_p + \beta_{1,p} |\varepsilon_{p,t-1}| + \beta_{2,p} \varepsilon_{p,t-1} + \beta_{3,p} \log \sigma^2_{p,t-1} \]  \hspace{1cm} (44)

where: \( E(\varepsilon_{l,t}, \varepsilon_{p,t}) = \rho \) and \( \varepsilon_{l,t}, \varepsilon_{p,t} \sim N(0, 1) \).

The log-likelihood function conditional on the \( t = 1 \) variances is:

\[ L_T(\theta) = \sum_{t=1}^{T} l_t(\theta) = -\frac{1}{2} \sum_{t=1}^{T} \left( 2 \ln 2\pi + \ln \sigma^2_{l,t} + \ln \sigma^2_{p,t} + \ln \left( 1 - \rho^2 \right) + \frac{\varepsilon^2_{l,t} + \varepsilon^2_{p,t} - 2\rho \varepsilon_{l,t} \varepsilon_{p,t}}{1 - \rho^2} \right) \]  \hspace{1cm} (45)

where

\[ \varepsilon_{l,t} = (\Delta l_t - a_l - b_l \sigma^2_{l,t}) / \sigma_{l,t}, \]  \hspace{1cm} (46)

\[ \varepsilon_{p,t} = (\Delta p_t - a_p - b_p \sigma^2_{p,t}) / \sigma_{p,t}, \]  \hspace{1cm} (47)

and \( \rho \) is the correlation coefficient between \( \varepsilon_{l,t} \) and \( \varepsilon_{p,t} \). Note that a two-step estimation first over the parameters of each variable’s univariate EGARCH process and then over the correlation parameter will lead to consistent estimates (see Newey and McFadden, 1994, for sufficient conditions for consistency and asymptotic normality of such estimates). Therefore,
I first estimate the EGARCH model for each variable individually and subsequently compute the correlation between the residuals. I take the corresponding estimates as starting values for the full, joint likelihood estimation of Equation (45).

### 6.1.1 The score of the constant correlation EGARCH-in-mean model.

Let \( y_t = [\Delta l_t \ \Delta p_t] \) and \( \theta \) the parameter vector. Define the conditional mean and variance of \( y_t \) as:

\[
E_t(y_t) \equiv \mu_t(\theta), \quad (48)
\]

\[
V_t(y_t) \equiv \Omega_t(\theta), \quad (49)
\]

\[
\varepsilon_t \equiv y_t - \mu_t(\theta), \quad t = 1, 2, ..., T. \quad (50)
\]

There are \( P \) parameters. The \( 1 \times P \) log-likelihood score function \( s_t(\theta) \) is then given by:

\[
s_t(\theta)' \equiv \frac{\partial}{\partial \theta} l_t(\theta)' = \frac{\partial \mu_t(\theta)'}{\partial \theta} \Omega_t^{-1} \varepsilon_t(\theta)
\]

\[
+ \frac{1}{2} \frac{\partial \Omega_t}{\partial \theta} \left[ \Omega_t^{-1}(\theta) \otimes \Omega_t^{-1}(\theta) \right] vec \left[ \varepsilon_t(\theta) \varepsilon_t(\theta)' - \Omega_t(\theta) \right], \quad (51)
\]

where \( \frac{\partial \mu_t(\theta)}{\partial \theta} \) is the \( 2 \times P \) derivative of \( \mu_t(\theta) \) and \( \frac{\partial \Omega_t}{\partial \theta} \) is the \( 2^2 \times P \) derivative of \( \Omega_t(\theta) \). The derivative of the a matrix \( A \) is defined here as the derivative of the vector \( vec(A) \). In the case at hand: \( \theta \in \{a_l, b_l, a_p, b_p, \omega_l, \beta_{3l}, \beta_{2l}, \beta_{3l}, \omega_p, \beta_{1p}, \beta_{2p}, \beta_{3p}, \rho\} \). Further,

\[
\mu_t(\theta) = \begin{bmatrix}
a_l + b_l \sigma^2_{l,t} \\
ap + b_p \sigma^2_{p,t}
\end{bmatrix}, \quad (52)
\]

and

\[
\Omega_t(\theta) = \begin{bmatrix}
\sigma^2_{l,t} & \rho \sigma_{l,t} \sigma_{p,t} \\
\rho \sigma_{l,t} \sigma_{p,t} & \sigma^2_{p,t}
\end{bmatrix}, \quad (53)
\]

where:
\[
\sigma_{l,t}^2 = \exp \left( \omega_l + \beta_{l,1} |\varepsilon_{l,t-1}| + \beta_{l,2} \varepsilon_{l,t-1} + \beta_{l,3} \ln \sigma_{l,t-1}^2 \right),
\]
(54)

\[
\sigma_{p,t}^2 = \exp \left( \omega_p + \beta_{p,1} |\varepsilon_{p,t-1}| + \beta_{p,2} \varepsilon_{p,t-1} + \beta_{p,3} \ln \sigma_{p,t-1}^2 \right).
\]
(55)

### 6.2 Data construction

This section explains how the luxury good consumption data and relative prices have been constructed. The National Income and Product Accounts (NIPA) tables are provided by the Bureau of Economic Analysis (BEA). Underlying the aggregate Personal Consumption Expenditures for durables, nondurables, and services are the "Details" tables, which I use to construct the basic good and luxury good consumption baskets, as well as their implicit price deflators. The model in this paper calls for nondurable and services consumption expenditures. Based on the discussion in Section 2.1, I rely on the subgroups hotels and motels, airfare, beauty parlors and health clubs, and private flying, to construct a proxy for aggregate luxury good consumption. The remaining subgroups (for instance, items under food and clothing) are deemed as basic good consumption expenditures. The resulting proxies for basic good and luxury good consumption expenditures thus add up to the reported aggregate nondurable and services consumption expenditures. The data series goes back to 1959:Q1 and the sample used in the paper is 1959:Q1-2006:Q4 (192 quarters).

I simply add the dollar expenditures on each of the four identified luxury groups to get dollar luxury good expenditures, \( P_{L,t}^S L_t \). In the model, basic goods are, without loss of generality, taken to be the numeraire:

\[
C_t = P_t L_t + B_t,
\]
(56)

where \( P_t \) is the price of the luxury good relative to the basic good, and \( C_t \) is total consumption expenditures in terms of the basic good (as opposed to $’s). The model has
a representative agent, so the consumption is per capita. As explained in the main text, one needs measures of $P_t$ and $L_t$ to estimate the parameters of their assumed growth rate processes. I use the same methodology as NIPA in doing this (see Appendix 1 of their article "A Guide to the National Income and Product Accounts of the United States). That is,

$$\frac{P^S_{L,t}}{P^S_{L,t-1}} = \sqrt{\frac{\sum_i P_{i,t} Q_{i,t-1} \sum_i P_{i,t} Q_{i,t}}{\sum_i P_{i,t-1} Q_{i,t-1} \sum_i P_{i,t-1} Q_{i,t}}}$$  \hspace{1cm} (57)$$

and

$$\frac{L^*_t}{L^*_{t-1}} = \sqrt{\frac{\sum_i P_{i,t-1} Q_{i,t} \sum_i P_{i,t} Q_{i,t}}{\sum_i P_{i,t-1} Q_{i,t-1} \sum_i P_{i,t-1} Q_{i,t}}}$$  \hspace{1cm} (58)$$

where $P_{i,t}$ is the time $t$ price given for each subgroup $i$ and $Q_{i,t}$ is the time $t$ quantity consumed of each subgroup $i$. The $P$s and the $Q$s are taken from the NIPA tables as discussed above. Note that $L^*$ is the total consumption as reported and not per capita consumption, $L_t$.

Reassuringly,

$$\frac{P^S_{L,t} L^*_t}{P^S_{L,t-1} L^*_{t-1}} = \sqrt{\frac{\sum_i P_{i,t} Q_{i,t-1} \sum_i P_{i,t} Q_{i,t}}{\sum_i P_{i,t-1} Q_{i,t-1} \sum_i P_{i,t-1} Q_{i,t}}} \sqrt{\frac{\sum_i P_{i,t-1} Q_{i,t} \sum_i P_{i,t} Q_{i,t}}{\sum_i P_{i,t-1} Q_{i,t-1} \sum_i P_{i,t-1} Q_{i,t-1}}}$$  \hspace{1cm} \text{(59)}$$

Next, the price of basic goods is needed in order to calculate the relative price that is consistent with the model. First, define basic good expenditures in the data implicitly using the relation:

$$P^S_{L,t} L^*_t + P^S_{B,t} B_t = \text{consumption expenditures nondurables and services} = P^S_{C,t} C_t$$  \hspace{1cm} (61)$$

where $P^S_{C,t}$ and $C_t$ are given in the NIPA consumption expenditure tables. Using this, the price growth for basic goods is given by:
\[
\frac{P^S_{B,t}}{P^S_{B,t-1}} = \sqrt{\frac{(P^S_{C,t} C_t - P^S_{L,t} L^*_t)}{(P^S_{C,t-1} C_{t-1} - P^S_{L,t-1} L^*_t)} \frac{(P^S_{C,t} C_t - P^S_{L,t} L^*_t)}{(P^S_{C,t-1} C_{t-1} - P^S_{L,t-1} L^*_t)}}
\]

Now, we can compute the relative price:

\[
\frac{P_t}{P_{t-1}} = \frac{P^S_{L,t}}{P^S_{L,t-1}} \frac{P^S_{B,t}}{P^S_{B,t-1}},
\]

and

\[
\frac{L_t}{L_{t-1}} = \frac{L^*_t}{L^*_{t-1}} \frac{N_{t-1}}{N_t},
\]

where \(N_t\) is the population each quarter as given in the NIPA Personal Income account and \(L_t\) is the per capita luxury good consumption measure used in the paper. Also, note that the inflation series used in the paper is \(\frac{P^S_{B,t}}{P^S_{B,t-1}}\), consistent with the model. Since the measure of luxury good is only about 2% of total nondurable and services expenditures, this inflation measure is empirically very close to the usual deflator used for standard one-good models.
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Notes

1I use "generational" as a term for cycles that are substantially longer than standard business cycles (e.g., 15-20 year cycles, or with a persistence corresponding to the post-war persistence of the aggregate price/dividend ratio).

2See Boudoukh, Michaely, Richardson, and Roberts (2007) for recent evidence on the predictive power of the aggregate dividend yield.

3A related empirical fact is that the consumption of the rich, who are more likely to consume luxury goods, is more volatile than and more highly correlated with stock returns than that of the poor (e.g., Mankiw and Zeldes, 1991; Vissing-Jorgensen, 2001).

4The existence of a minimal level of basic goods consumption can also be motivated by the presence of commitment goods. Chetty and Szeidl (2005) argue that agents pre-commit to consumption levels of certain goods (e.g. flow of housing consumption, cellular phone service, gym-membership, etc.). Such commitments imply that shocks to wealth will primarily be reflected in non-commitment goods that are easily adjusted at the margin. One generally thinks of commitment levels as endogenous, while \( X \) is assumed to be external, but Chetty and Szeidl provide a theoretical justification for this modeling choice as a reduced form representation. Another interpretation is that luxury goods are a euphemism for frictionless goods consumed mainly by the wealthy (stockholders).

5In standard Cobb-Douglas preferences, the proportion of income spent on each good is equal to its share in the utility function; \( \alpha \) and \((1 - \alpha)\). This is not the case here due to the presence of the habit level. In fact, from the intratemporal first-order conditions, the equilibrium luxury good expenditure share is given by:

\[
\frac{P_t L_t^*}{C_t} = \frac{\alpha (C_t - X_t)}{C_t},
\]
which will be counter-cyclial given the slow-moving nature of a habit level.

\[ P_t L_t = \frac{\alpha}{1-\alpha} (B_t - X_t) \iff P_t L_t = \frac{\alpha}{1-\alpha} (C_t - X_t - P_t L_t) \iff \]

\[ P_t L_t = \alpha (C_t - X_t). \]

I am ignoring constant terms involving \( \alpha \) in Equations (1), (5), and (6) for clearer exposition.

The Sharpe ratio, as defined here, is the version derived in, e.g., Campbell (1999), which follows since luxury good consumption growth, and the relative price growth are assumed to be jointly, conditionally log-normally distributed.

The conditional volatility of luxury good consumption growth, however, does not empirically predict the volatility of dividend growth, which is why this variable is not included in the specification.

The correlation between aggregate consumption growth and the APY (2004) luxury growth series is lower at 0.37.

The standard errors of the coefficient on the variance in the mean specification increase slightly if the \( AR(1) \) term is left out of the estimation, but the point estimates do not change significantly.

This notion of inflation is different from the implicit price deflator of nondurable and services consumption used in standard one-good models. Empirically, however, the two measures are very close, with a time-series correlation of 0.99.

Using the same method for the calculation of the correlation between annual real aggregate consumption growth and dividend growth yields gives a correlation coefficient of 0.39; less than that for any of the two "new" factors.

Chetty and Szeidl (2005) show how the presence of consumption commitments provide a micro foundation for an aggregate habit level.

A more technical point is simply the fact that bond prices do not converge if \( b_t \) is not
sufficiently greater than zero for reasonable preference parameters. This happens because bonds in this case are assets that pay off increasing amounts in (not as rapidly) increasingly bad states.

\[15\] Strictly speaking, the calibration of $b_l$ and $b_p$ should be implemented as an iterative process as the estimates of the conditional volatilities depend on the values for $b_l$ and $b_p$. Empirically, however, the conditional volatility series from the restricted model are very close to those of the unrestricted model, so iterating in this fashion is not quantitatively important. For simplicity and clarity of exposition, I opt for a simpler, more transparent calibration strategy.

\[16\] The annual variances are less smoothed by the time-aggregation as the annual growth numbers are based on year on year Q4 growth rates. In fact, in both cases the variance of annual growth rates are close to $4 \times \frac{3}{2}$ of the variance of quarterly growth rates, consistent with the results in Working (1960). A similar strategy is adopted in Ait-Sahalia, Parker, and Yogo (2004), who scale the covariance between the consumption variables and returns by a factor of 2 to account for time-aggregation in their empirical tests.

\[17\] When analyzing relevant time-series moments of the price-dividend ratio in the model, I construct this variable to be comparable with how it is constructed in the data (e.g., Boudoukh, Michaely, Robertson, and Richards, 2007) (i.e., the quarterly dividends are reinvested until the end of the year to create annual dividends, as is the case for annual dividends imputed from the CRSP ex- and cum-dividend market returns. This is done every quarter to arrive at an annual price-dividend ratio series overlapping at the quarterly frequency).

\[18\] The maximal Sharpe ratio is given by $\sigma (M) / E (M)$ (e.g., Hansen and Jagannathan, 1991).

\[19\] Both of these autocorrelations, however, are downward biased given the relatively small sample. The population autocorrelation of the dividend yield in the model is 0.81.
20 The *vec*-operator denotes the vectorization of a matrix into a column vector by stacking the columns of the matrix on top of each other. The $\otimes$-operator denotes the Kronecker product.

21 There are some consumption subgroups that arguably could be classified as luxury goods that I have chosen to classify as basic goods. Casino gambling, for instance, is clearly discretionary. However, most of the income in this sector comes from the lower-end part of the market. Gambling addiction is another example of something I do not want to capture. Brokerage expenditures is a subgroup of services consumption that could be considered luxury consumption. However, these expenses may be better thought of as investments. I therefore chose to not include this subgroup, although including this measure would have helped the model, as brokerage expenses are highly correlated with stock market returns and very volatile.
Table 1: Summary statistics

Table 1: This table reports summary statistics for log luxury good consumption growth, \( \Delta l \), and log relative price growth, \( \Delta p \), series. The table includes relevant moments for aggregate nondurable, per capita log consumption growth, as well as log excess equity market returns (CRSP). Correlation both with returns reported as contemporaneous, \( r^e_1 \), and returns reported a quarter earlier, \( r^e_2 \), are given due to the effects of time-aggregation in the consumption series (e.g., Campbell, 1999). All moments are based on annual growth rates and returns. The sample is 1960 - 2006.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St.Dev</th>
<th>( \Delta l )</th>
<th>( \Delta p )</th>
<th>( \Delta c )</th>
<th>( \Delta l + \Delta p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta l )</td>
<td>2.37%</td>
<td>4.89%</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta p )</td>
<td>0.27%</td>
<td>2.32%</td>
<td>-0.02</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta c )</td>
<td>2.25%</td>
<td>1.39%</td>
<td>0.62</td>
<td>0.17</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( r^e_1 )</td>
<td>5.88%</td>
<td>15.77%</td>
<td>0.15</td>
<td>0.30</td>
<td>0.25</td>
<td>0.27</td>
</tr>
<tr>
<td>( r^e_2 )</td>
<td>5.86%</td>
<td>18.73%</td>
<td>0.36</td>
<td>0.38</td>
<td>0.33</td>
<td>0.49</td>
</tr>
</tbody>
</table>
Table 2 - Estimated parameters

Table 2: Panel A reports maximum likelihood estimates of the parameters of the bivariate constant correlation EGARCH-in-mean process for luxury good consumption growth and relative price growth. The sample period is 1959:Q3 - 2006:Q4; 190 quarterly observations. Panel B reports a restricted version of the EGARCH model. Panel C reports parameter estimates of the processes assumed for inflation and the aggregate stock market dividends.

Standard errors are reported in paranthesis. One asterisk denotes significant at the 10%-level, while two asterisks denotes significant at the 5%-level.

### Panel A: EGARCH estimation

<table>
<thead>
<tr>
<th></th>
<th>∆t-series</th>
<th>(s.e.)</th>
<th>∆πt-series</th>
<th>(s.e.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a₀</td>
<td>0.0096**</td>
<td>(0.0041)</td>
<td>a₀</td>
<td>0.0001</td>
</tr>
<tr>
<td>b₁</td>
<td>-11.5888</td>
<td>(11.3236)</td>
<td>b₁</td>
<td>4.7261</td>
</tr>
<tr>
<td>ω₁</td>
<td>0.1012</td>
<td>(0.0922)</td>
<td>ω₁</td>
<td>-0.7399*</td>
</tr>
<tr>
<td>β₁₁</td>
<td>0.4135**</td>
<td>(0.1637)</td>
<td>β₁₁</td>
<td>0.2855**</td>
</tr>
<tr>
<td>β₂₁</td>
<td>-0.1743*</td>
<td>(0.0941)</td>
<td>β₂₁</td>
<td>-0.1186</td>
</tr>
<tr>
<td>β₃₁</td>
<td>0.7727**</td>
<td>(0.1788)</td>
<td>β₃₁</td>
<td>0.9432**</td>
</tr>
</tbody>
</table>

Likelihood value 1116.55

### Panel B: EGARCH estimation - Restricted Model

<table>
<thead>
<tr>
<th></th>
<th>∆t-series</th>
<th>(s.e.)</th>
<th>∆πt-series</th>
<th>(s.e.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a₁</td>
<td>0.0015</td>
<td>(n/a)</td>
<td>a₁</td>
<td>-0.0001</td>
</tr>
<tr>
<td>b₁</td>
<td>5.6048</td>
<td>(n/a)</td>
<td>b₁</td>
<td>8.9974</td>
</tr>
<tr>
<td>ω₁</td>
<td>0.2222**</td>
<td>(0.0643)</td>
<td>ω₁</td>
<td>-0.8307**</td>
</tr>
<tr>
<td>β₁₁</td>
<td>0.3228**</td>
<td>(0.1273)</td>
<td>β₁₁</td>
<td>0.2886**</td>
</tr>
<tr>
<td>β₂₁</td>
<td>-0.1460</td>
<td>(0.0799)</td>
<td>β₂₁</td>
<td>-0.1219*</td>
</tr>
<tr>
<td>β₃₁</td>
<td>0.7980**</td>
<td>(0.1514)</td>
<td>β₃₁</td>
<td>0.9340**</td>
</tr>
</tbody>
</table>

Likelihood value 1114.53

LR-test = -2(1114.53-1116.55) = 4.04 ~ χ²(3). p-value = 0.26

### Panel C: Inflation and Dividends

<table>
<thead>
<tr>
<th></th>
<th>(s.e.)</th>
<th></th>
<th>Moments of annual dividends, ∆d₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>cₚ</td>
<td>0.0096**</td>
<td>(0.0023)</td>
<td>cₖ</td>
</tr>
<tr>
<td>φ</td>
<td>0.9282*</td>
<td>(0.0317)</td>
<td>d₁</td>
</tr>
<tr>
<td>θ</td>
<td>-0.3647**</td>
<td>(0.0809)</td>
<td>d₂</td>
</tr>
<tr>
<td>σₚ</td>
<td>0.0036**</td>
<td>(0.0007)</td>
<td>σₖ</td>
</tr>
<tr>
<td>ρₚₚ</td>
<td>0.0553</td>
<td>(0.0728)</td>
<td>ρₖₖ</td>
</tr>
<tr>
<td>ρₚₚ</td>
<td>-0.1392*</td>
<td>(0.0722)</td>
<td>ρₖₚ</td>
</tr>
</tbody>
</table>

R² 0.70
Table 3 - Benchmark calibration

Table 3: This table collects the parameter values used for the benchmark calibration of the model.

<table>
<thead>
<tr>
<th>$\Delta l_t$-parameters</th>
<th>$\Delta p_t$-parameters</th>
<th>Preference-parameters</th>
<th>$\pi_t$-parameters</th>
<th>$\Delta d_t$-parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_l$ 0.0004</td>
<td>$a_p$ −0.0006</td>
<td>$\beta$ 0.9999</td>
<td>$c_\pi$ 0.0006</td>
<td>$c_d$ 0.0065</td>
</tr>
<tr>
<td>$b_l$ 5.6048</td>
<td>$b_p$ 8.9974</td>
<td>$\gamma$ 10</td>
<td>$\phi$ 0.9282</td>
<td>$\delta_1$ 0.0155</td>
</tr>
<tr>
<td>$\omega_l$ −1.7756</td>
<td>$\omega_p$ −0.8307</td>
<td>$\alpha$ 0.05</td>
<td>$\theta$ −0.3647</td>
<td>$\delta_2$ 3.95</td>
</tr>
<tr>
<td>$\beta_{1,t}$ 0.3228</td>
<td>$\beta_{1,p}$ 0.2886</td>
<td>$\pi_\pi$ 0.0036</td>
<td>$\rho_{ld}$ 0.44</td>
<td></td>
</tr>
<tr>
<td>$\beta_{2,t}$ −0.1460</td>
<td>$\beta_{2,p}$ −0.1219</td>
<td>$\rho_{l\pi}$ 0.0553</td>
<td>$\rho_{pd}$ 0.51</td>
<td></td>
</tr>
<tr>
<td>$\beta_{3,t}$ 0.7980</td>
<td>$\beta_{3,p}$ 0.9340</td>
<td>$\rho_{p\pi}$ −0.1392</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4: Unconditional moments (Annual)

Table 4: This table reports the median, 5th percentile, and 95th percentile moments from small-sample model simulations, as well as the corresponding moment value in the data. Panel A reports relevant moments for the state processes in the model. Panel B reports asset pricing moments. The sample period is 1959:Q3 - 2006:Q4; 190 quarterly observations.

<table>
<thead>
<tr>
<th>Panel A: Summary of Unconditional State Processes Moments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>$E(\Delta l)$ (%)</td>
</tr>
<tr>
<td>$\sigma(\Delta l)$ (%)</td>
</tr>
<tr>
<td>$E(\Delta d)$ (%)</td>
</tr>
<tr>
<td>$\sigma(\Delta d)$ (%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Financial Moments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>$E(R^E_t-R_f)$ (%)</td>
</tr>
<tr>
<td>$\sigma(R^E_t-R_f)$ (%)</td>
</tr>
<tr>
<td>$SR(R^E_t-R_f)$</td>
</tr>
<tr>
<td>$E(P/D)$</td>
</tr>
<tr>
<td>$\sigma(P/d)$</td>
</tr>
<tr>
<td>$E(R_f)$ (%)</td>
</tr>
<tr>
<td>$\sigma(R_f)$ (%)</td>
</tr>
<tr>
<td>$E(R_{3yr-R_f})$ (%)</td>
</tr>
<tr>
<td>$\sigma(R_{3yr-R_f})$ (%)</td>
</tr>
<tr>
<td>$SR(R_{3yr-R_f})$</td>
</tr>
<tr>
<td>$E(R_{10yr-R_f})$ (%)</td>
</tr>
<tr>
<td>$\sigma(R_{10yr-R_f})$ (%)</td>
</tr>
<tr>
<td>$SR(R_{10yr-R_f})$</td>
</tr>
<tr>
<td>$E(R_{10yr-R_f})$ (%)</td>
</tr>
<tr>
<td>$\sigma(R_{10yr-R_f})$ (%)</td>
</tr>
<tr>
<td>$SR(R_{10yr-R_f})$</td>
</tr>
</tbody>
</table>
Table 5: Risk premium estimate from empirical covariance with SDF

This table reports estimates of the equity risk premium using both the model in this paper and the standard Consumption CAPM. The estimated equity premium uses the relation \( E(R_{t+1}^e) = -\text{Cov}(M_{t+1}^S, R_{t+1}^e)/E(M_{t+1}^S), \) which comes from the law of one price. The data is quarterly and reported risk premiums are annualized by simply multiplying the quarterly risk premium by 4. The sample period is 1959:Q3 - 2006:Q4.

| \( \hat{E}(R_{mkt}^e | S = 0) \) (%) | 0.95 | 0.30 |
| \( \hat{E}(R_{mkt}^e | S = 1) \) (%) | 2.46 | 0.76 |
| \( \hat{E}(R_{mkt}^e | S = 4) \) (%) | **6.63** | 1.10 |
| \( \hat{E}(R_{mkt}^e | S = 8) \) (%) | 5.28 | **1.41** |
| \( \hat{E}(R_{mkt}^e | S = 12) \) (%) | 2.36 | 0.93 |
| \( \hat{E}(R_{mkt}^e | S = 16) \) (%) | 0.79 | 0.37 |

Two-factor model \( M_t^S = \beta^S + e^{-\gamma t_{t+1}} - \delta \Delta p_{t+1} \) Standard CCAPM \( M_t^S = \beta^S + e^{-\gamma c_{t+1}} \)
Table 4 - Annual autocorrelations

Table 6: This table reports the median, 5th percentile and 95th percentile moments from small-sample model simulations of annual autocorrelations of key variables, as well as the corresponding moment value in the data. The sample period is 1959:Q3 - 2006:Q4. † The annual autocorrelation of the conditional equity Sharpe ratio is taken from Lettau and Ludvigson (2007).

<table>
<thead>
<tr>
<th>Annual autocorrelation of variable:</th>
<th>Data</th>
<th>Model simulated samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>5th-percentile</td>
</tr>
<tr>
<td>$\sigma_t(\Delta l_{t+1})$</td>
<td>0.32</td>
<td>0.31</td>
</tr>
<tr>
<td>$\sigma_t(\Delta p_{t+1})$</td>
<td>0.73</td>
<td>0.65</td>
</tr>
<tr>
<td>$SR_t(R^E_{t+1} - R_f, t)$†</td>
<td>0.52</td>
<td>0.46</td>
</tr>
<tr>
<td>$p - d$</td>
<td>0.87</td>
<td>0.73</td>
</tr>
<tr>
<td>$R^e_{real}$</td>
<td>0.55</td>
<td>0.51</td>
</tr>
<tr>
<td>$R_f$</td>
<td>0.76</td>
<td>0.60</td>
</tr>
<tr>
<td>$y_{3yr} - y_{1yr}$</td>
<td>0.46</td>
<td>0.52</td>
</tr>
<tr>
<td>$y_{5yr} - y_{1yr}$</td>
<td>0.51</td>
<td>0.55</td>
</tr>
<tr>
<td>$y_{10yr} - y_{1yr}$</td>
<td>0.49</td>
<td>0.58</td>
</tr>
</tbody>
</table>
Table 7: Panel A reports average forecasting regression coefficients when regressing the quarterly, annual and four year excess equity returns on the lagged luxury good consumption and relative price growth volatilities, $\sigma^2_{t,t}$ and $\sigma^2_{p,t}$, as well as the log annual dividend-yield ($dp_t$). The numbers from the model are based on 1,000 simulated quarterly samples of 191 observations. Panel B reports results from multivariate regression using the conditional variance of luxury good consumption growth as a business cycle interaction variable. All individual regressors have been demeaned in the interaction terms. Panel C reports similar regressions as in Panel B, but with other, standard business cycle variables. $gdp_t$ denotes quarterly, real, per-capita GDP growth, while nber denotes an NBER recession indicator. The $cay_t$ variable is the measure of the aggregate consumption-wealth ratio from Lettau and Ludvigson (2001). Heteroskedasticity and autocorrelation corrected $t$-statistics are given in parenthesis. One asterisk denotes significant at the 10%-level, while two asterisks denotes significant at the 5%-level.

The sample period in Panels A and B is 1959:Q3 - 2006:Q4, while in Panel C the sample period is 1952:Q1 - 2006:Q4.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizon (q)</td>
<td>$\sigma^2_{t,t} \times 100$</td>
<td>$\sigma^2_{p,t} \times 100$</td>
<td>$dp_t$</td>
</tr>
<tr>
<td>1</td>
<td>$\beta$</td>
<td>$R^2_{adj}$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>1</td>
<td>0.120</td>
<td>0.1%</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>(0.524)</td>
<td></td>
<td>(0.502)</td>
</tr>
<tr>
<td>4</td>
<td>0.326</td>
<td>1.2%</td>
<td>-0.059</td>
</tr>
<tr>
<td></td>
<td>(0.545)</td>
<td></td>
<td>(0.054)</td>
</tr>
<tr>
<td>16</td>
<td>0.524</td>
<td>2.7%</td>
<td>0.429</td>
</tr>
<tr>
<td></td>
<td>(0.439)</td>
<td></td>
<td>(0.243)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Forecasting Regressions: The Dividend Yield, cay and the Business Cycle</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizon (q)</td>
<td>$\sigma^2_{t,t}$</td>
<td>$dp_t$</td>
<td>$\sigma^2_{t,t},dp_t$</td>
</tr>
<tr>
<td>1</td>
<td>$\beta$</td>
<td>$R^2_{adj}$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>1</td>
<td>0.056</td>
<td>0.102</td>
<td>0.474</td>
</tr>
<tr>
<td></td>
<td>(0.243)</td>
<td>(1.347)</td>
<td>(0.227)</td>
</tr>
<tr>
<td>4</td>
<td>0.112</td>
<td>0.339*</td>
<td>0.786</td>
</tr>
<tr>
<td></td>
<td>(0.187)</td>
<td>(1.800)</td>
<td>(0.209)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Forecasting Regressions: The Dividend Yield, cay and other Business Cycle variables in longer sample</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizon (q)</td>
<td>nber</td>
<td>$dp_t$</td>
<td>nber,dp_t</td>
</tr>
<tr>
<td>1</td>
<td>$\beta$</td>
<td>$R^2_{adj}$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>1</td>
<td>0.002</td>
<td>0.020</td>
<td>0.096**</td>
</tr>
<tr>
<td></td>
<td>(0.101)</td>
<td>(1.494)</td>
<td>(2.237)</td>
</tr>
<tr>
<td>4</td>
<td>0.003</td>
<td>0.085**</td>
<td>0.343**</td>
</tr>
<tr>
<td></td>
<td>(0.103)</td>
<td>(1.984)</td>
<td>(5.380)</td>
</tr>
</tbody>
</table>
Table 8: Panel A reports average forecasting regression coefficients when regressing annual excess bond returns on 2-, 3-, 4-, and 5-year bonds on the lagged luxury good consumption and relative price growth volatilities, $\sigma_{l,t}^2$ and $\sigma_{p,t}^2$, as well as the Cochrane-Piazzesi factor.

The numbers from the model are based on 1,000 simulated quarterly samples of 191 observations. Heteroskedasticity and autocorrelation corrected $t$-statistics are given in parenthesis. One asterisk denotes significant at the 10%-level, while two asterisks denotes significant at the 5%-level. The sample period is 1959:Q3 - 2006:Q4.

<table>
<thead>
<tr>
<th>Maturity (yrs)</th>
<th>$\sigma_{l,t}^2 \times 100$</th>
<th>$\sigma_{p,t}^2 \times 100$</th>
<th>C&amp;P factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Data</td>
<td>Model</td>
</tr>
<tr>
<td>2</td>
<td>$\beta$</td>
<td>$R^2_{adj}$</td>
<td>$\beta$</td>
</tr>
<tr>
<td></td>
<td>0.042</td>
<td>0.3%</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>(0.857)</td>
<td></td>
<td>(0.341)</td>
</tr>
<tr>
<td>3</td>
<td>0.046</td>
<td>0.2%</td>
<td>0.0784</td>
</tr>
<tr>
<td></td>
<td>(0.691)</td>
<td></td>
<td>(0.286)</td>
</tr>
<tr>
<td>4</td>
<td>0.046</td>
<td>0.1%</td>
<td>0.108</td>
</tr>
<tr>
<td></td>
<td>(0.585)</td>
<td></td>
<td>(0.275)</td>
</tr>
<tr>
<td>5</td>
<td>0.045</td>
<td>0.1%</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>(0.514)</td>
<td></td>
<td>(0.100)</td>
</tr>
</tbody>
</table>
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