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## Properties of Point Estimates

1. We have already encountered two point estimators: the sample mean $\bar{X}$ is an estimator of the population mean $\mu$, and the sample proportion $\hat{p}$ is an estimator of the population proportion $p$. These are called point estimates in contrast to interval estimates. A point estimate is a single number (such as $\bar{X}$ or $\hat{p}$ ) whereas an interval estimate gives a range likely to contain the true value of the unknown parameter.
2. What makes one estimator better than another? Is there some sense in which $\bar{X}$ and $\hat{p}$ are the best possible estimates of $\mu$ and $p$, given the available data? We briefly discuss the relevant considerations in addressing these questions.
3. There are two distinct considerations to keep in mind in evaluating an estimator: bias and variability. Variability is measured by the standard error of the estimator, and we have encountered this already a couple of times. We have not explicitly discussed bias previously, so we focus on it now.
4. In everyday usage, bias has many meanings, but in statistics it has just one: the bias of an estimator is the difference between its expected value and the quantity being estimated:

$$
\operatorname{Bias}(\text { estimator })=E[\text { estimator }]-\text { quantity being estimated. }
$$

An estimator is called unbiased if this difference is zero; i.e., if

$$
E[\text { estimator }]=\text { quantity being estimated. }
$$

5. The intuitive content of this is that an unbiased estimator is one that does not systematically overestimate or underestimate the target quantity.
6. We have already met two unbiased estimators: the sample mean $\bar{X}$ is an unbiased estimator of the population mean $\mu$ because $E[\bar{X}]=\mu$; the sample proportion $\hat{p}$ is an unbiased estimator of the population proportion $p$ because $E[\hat{p}]=p$. Each of these estimators is correct "on average," in the sense that neither systematically overestimates or underestimates.
7. We have discussed estimation of a population mean $\mu$ but not estimation of a population variance $\sigma^{2}$. We estimate $\sigma^{2}$ from a random sample $X_{1}, \ldots, X_{n}$ using the sample variance

$$
\begin{equation*}
s^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2} . \tag{1}
\end{equation*}
$$

It is a (non-obvious) mathematical fact that $E\left[s^{2}\right]=\sigma^{2}$; i.e., the sample variance is unbiased. That's why we divide by $n-1$; if we divided by $n$, we would get a slightly smaller estimate and indeed one that is biased low. Notice, however, that even if we divided by $n$, the bias would vanish as $n$ becomes large because $(n-1) / n$ approaches 1 as $n$ increases.

## 8. The sample standard deviation

$$
s=\sqrt{\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}}
$$

is not an unbiased estimator of the population standard deviation $\sigma$. It is biased low, because $E[s]<\sigma$ (this isn't obvious, but it's true). However, the bias vanishes as the sample size increases, so we use this estimator all the time.
9. The preceeding example shows that a biased estimator is not necessarily a bad estimator, so long as the bias is small and disappears as the sample size increases.

## Confidence Intervals for the Population Mean

1. We have seen that the sample mean $\bar{X}$ is an unbiased estimator of the population mean $\mu$. This means that $\bar{X}$ is accurate, on average; but of course for any paricular data set $X_{1}, \ldots, X_{n}$, the sample mean may be higher or lower than the true value $\mu$. The purpose of a confidence interval is to supplement the point estimate $\bar{X}$ with information about the uncertainty in this estimate.
2. A confidence interval for $\mu$ takes the form $\bar{X} \pm \Delta$, with the range $\Delta$ chosen so that there is, e.g., a $95 \%$ probability that the error $\bar{X}-\mu$ is less than $\pm \Delta$; i.e.,

$$
P(-\Delta<\bar{X}-\mu<\Delta)=.95 .
$$

We know that $\bar{X}-\mu$ is approximately normal with mean 0 and standard deviation $\sigma / \sqrt{n}$. So, to capture the middle $95 \%$ of the distribution we should set

$$
\Delta=1.96 \frac{\sigma}{\sqrt{n}} .
$$

We can now say that we are $95 \%$ confident that the true mean lies in the interval

$$
\left(\bar{X}-1.96 \frac{\sigma}{\sqrt{n}}, \bar{X}+1.96 \frac{\sigma}{\sqrt{n}}\right) .
$$

This is a $\mathbf{9 5 \%}$ confidence interval for $\mu$.
3. In deriving this interval, we assumed that $\bar{X}$ is approximately normal $N\left(\mu, \sigma^{2} / n\right)$. This is valid if the underlying population (from which $X_{1}, \ldots, X_{n}$ are drawn) is normal or else if the sample size is sufficiently large (say $n \geq 30$ ).
4. Example: Apple Tree Supermarkets is considering opening a new store at a certain location, but wants to know if average weekly sales will reach $\$ 250,000$. Apple Tree estimates weekly gross sales at nearby stores by sending field workers to collect observations. The field workers collect 40 samples and arrive at a sample mean of $\$ 263,590$. Suppose the standard deviation of these samples is $\$ 42,000$. Find a $90 \%$ confidence interval for $\mu$.
If we ask for a $90 \%$ confidence interval, we should use 1.645 instead of 1.96 as the multiplier. This is interval is thus given by

$$
(263590-1.645(42000 / \sqrt{40}), 263590+1.645(42000 / \sqrt{40}))
$$

which works out to be $263,590 \pm 10,924$. Since $\$ 250,000$ falls outside the confidence interval, Apple Tree can be reasonably confident that their minimum cut-off is met.
5. Statistical interpretation of a confidence interval: Suppose we repeated this sampling experiment 100 times; that is, we collected 100 different sets of data, each set consisting of 40 observations. Suppose that we computed a confidence interval based on each of the 100 data sets. On average, we would expect 90 of the confidence intervals to include the true mean $\mu$; we would expect that 10 would not. The figure 90 comes from the fact that we chose a $90 \%$ confidence interval.
6. More generally, we can choose whatever confidence level we want. The convention is to specify the confidence level as $1-\alpha$, where $\alpha$ is typically $0.1,0.05$ or 0.01 . These three $\alpha$ values correspond to confidence levels $90 \%, 95 \%$ and $99 \%$. ( $\alpha$ is the Greek letter alpha.)
7. Definition: For any $\alpha$ between 0 and 1 , we define $z_{\alpha}$ to be the point on the $z$-axis such that the area to the right of $z_{\alpha}$ under the standard normal curve is $\alpha$; i.e.,

$$
P\left(Z>z_{\alpha}\right)=\alpha .
$$

See Figure 1.
8. Examples: If $\alpha=.05$, then $z_{\alpha}=1.645$; if $\alpha=.025$, the $z_{\alpha}=1.96$; if $\alpha=.01$, then $z_{\alpha}=2.33$. These values are found by looking up $1-\alpha$ in the body of the normal table.
9. We can now generalize our earlier $95 \%$ confidence interval to any level of confidence $1-\alpha$ :

$$
\bar{X} \pm z_{\alpha / 2} \frac{\sigma}{\sqrt{n}}
$$



Figure 1: The area to the right of $z_{\alpha}$ is $\alpha$. For example, $z_{.05}$ is 1.645 . The area outside $\pm z_{\alpha / 2}$ is $\alpha / 2+\alpha / 2=\alpha$. For example, $z_{.025}=1.96$ so the area to the right of 1.96 is 0.025 , the area to the left of -1.96 is also 0.025 , and the area outside $\pm 1.96$ is .05 .
10. Why $z_{\alpha / 2}$, rather than $z_{\alpha}$ ? We want to make sure that the total area outside the interval is $\alpha$. This means that $\alpha / 2$ should be to the left of the interval and $\alpha / 2$ should be to the right. In the special case of a $90 \%$ confidence interval, $\alpha=0.1$, so $\alpha / 2=0.05$, and $z .05$ is indeed 1.645 .
11. Here is a table of commonly used confidence levels and their multipliers:

| Confidence Level | $\alpha$ | $\alpha / 2$ | $z_{\alpha / 2}$ |
| :---: | :---: | :--- | :--- |
| $90 \%$ | 0.10 | 0.05 | 1.645 |
| $95 \%$ | 0.05 | 0.025 | 1.96 |
| $99 \%$ | 0.01 | 0.005 | 2.58 |

## Unknown Variance, Large Sample

1. The expression given above for a $(1-\alpha)$ confidence interval assumes that we know $\sigma^{2}$, the population variance. In practice, if we don't know $\mu$ we generally don't know $\sigma$ either. So, this formula is not quite ready for immediate use.
2. When we don't know $\sigma$, we replace it with an estimate. In equation (1) we have an estimate for the population variance. We get an estimate of the population standard deviation by taking the square root:

$$
s=\sqrt{\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}} .
$$

This is the sample standard deviation. A somewhat more convenient formula for computation is

$$
s=\sqrt{\frac{1}{n-1}\left(\sum_{i=1}^{n} X_{i}^{2}-n \bar{X}^{2}\right)} .
$$

In Excel, this formula is evaluated by the function STDEV.
3. As the sample size $n$ increases, $s$ approaches the true value $\sigma$. So, for a large sample size ( $n \geq 30$, say),

$$
\frac{\bar{X}-\mu}{s / \sqrt{n}}
$$

is approximately normally distributed $N(0,1)$. Arguing as before, we find that

$$
\bar{X} \pm z_{\alpha / 2} \frac{s}{\sqrt{n}}
$$

provides an approximate $1-\alpha$ confidence level for $\mu$. We say approximate because we have $s$ rather than $\sigma$.
4. Example: Consider the results of the Apple Tree survey given above, but suppose now that $\sigma$ is unknown. Suppose the sample standard deviation of the 40 observations collected is found to be 38900. Then we arrive at the following (approximate) $90 \%$ confidence interval for $\mu$ :

$$
(263590-1.645(38900 / \sqrt{40}), 263590-1.645(38900 / \sqrt{40})) .
$$

The sample mean, the sample size, and the $z_{\alpha / 2}$ are just as before; the only difference is that we have replaced the true standard deviation with an estimate.
5. Example: Suppose that Apple Tree also wants to estimate the number of customers per day at nearby stores. Suppose that based on 50 observations they obtain a sample mean of 876 and a sample standard deviation of 139 . Construct a $95 \%$ confidence interval for the mean number of customers per day.
6. Solution: The confidence level is now $95 \%$. This means that $\alpha=.05$ and $\alpha / 2=.025$. So we would look in the normal table to find $1-.025=.9750$. This corresponds to a $z$ value of 1.96 ; i.e., $z_{\alpha / 2}=z_{.025}=1.96$. The rest is easy; our confidence interval is

$$
\bar{X} \pm z_{\alpha / 2} \frac{s}{\sqrt{n}}=876 \pm(1.96)(139 / \sqrt{50}) .
$$

7. The expression

$$
z_{\alpha / 2} \frac{\sigma}{\sqrt{n}} \text { or } z_{\alpha / 2} \frac{s}{\sqrt{n}}
$$

is called the halfwidth of the confidence interval or the margin of error. The halfwidth is a measure of precision; the tighter the interval, the more precise our estimate. Not surprisingly, the halfwidth

- decreases as the sample size increases;
- increases as the population standard deviation increases;
- increases as the confidence level increases (higher confidence requires larger $z_{\alpha / 2}$ ).


## Unknown Variance, Normal Data

1. The confidence interval given above (with $\sigma$ replaced by $s$ ) is based on the approximation

$$
\frac{\bar{X}-\mu}{s / \sqrt{n}} \approx N(0,1) .
$$

In statistical terminology, we have apprxomiated the sampling distribution of the ratio on the left by the standard normal. To the extent that we can improve on this approximation, we can get more reliable confidence intervals.
2. The exact sampling distribution is known when the underlying data $X_{1}, X_{2}, \ldots, X_{n}$ comes from a normal population $N\left(\mu, \sigma^{2}\right)$. Recall that in this case, the distribution

$$
\frac{\bar{X}-\mu}{\sigma / \sqrt{n}} \sim N(0,1),
$$

is exact, regardless of the sample size $n$. However, we are no longer dividing by a constant $\sigma$; instead, we are dividing by the random variable $s$. This changes the distribution. As a result, the sample statistic

$$
t=\frac{\bar{X}-\mu}{s / \sqrt{n}}
$$

is not (exactly) normally distributed; rather, it follows what is known as the Student $t$-distribution.
3. The $t$-distribution looks a bit like the normal distribution, but it has heavier tails, reflecting the added variability that comes from estimating $\sigma$ rather than knowing it.
4. "Student" refers to the pseudonym of W.S. Gosset, not to you. Gosset identified this distribution while working on quality control problems at the Guinness brewery in Dublin.
5. Once we know the exact sampling distribution of $(\bar{X}-\mu) /(s / \sqrt{n})$, we can use this knowledge to get exact confidence intervals. To do so, we need to know something about the $t$-distribution. It has a parameter called the degrees of freedom and usually denoted by $\nu$, the Greek letter nu. (This is a parameter in the same way that $\mu$ and $\sigma^{2}$ are parameters of the normal.) Just as $Z$ represents a standard normal random variable, the symbol $t_{\nu}$ represents a $t$ random variable with $\nu$ degrees of freedom (df).
6. If $X_{1}, \ldots, X_{n}$ is a random sample from $N\left(\mu, \sigma^{2}\right)$, then the random variable

$$
t=\frac{\bar{X}-\mu}{s / \sqrt{n}}
$$

has the $t$-distribution with $n-1$ degrees of freedom, $t_{n-1}$. Thus, the df is one less than the sample size.


Figure 2: The area to the right of $t_{\nu, \alpha}$ under the $t_{\nu}$ density is $\alpha$. The figure shows $t_{5}$, the $t$ distribution with five degrees of freedom. At $\alpha=0.05, t_{5,05}=2.015$ whereas $z_{.05}=1.645$. The tails of this distribution are noticeably heavier than those of the standard normal; see Figure 1. Right panel shows a picture of "Student" (W.S. Gosset).
7. Just as we defined the cutoff $z_{\alpha}$ by the condition $P\left(Z>z_{\alpha}\right)=\alpha$, we define a cutoff $t_{\nu, \alpha}$ for the $t$ distribution by the condition

$$
P\left(t_{\nu}>t_{\nu, \alpha}\right)=\alpha .
$$

In other words, the area to the right of $t_{\nu, \alpha}$ under the $t_{\nu}$ density is $\alpha$. See Figure 2.
Note that $t_{\nu}$ is a random variable but $t_{\nu, \alpha}$ is a number (a constant).
8. Values of $t_{\nu, \alpha}$ are tabulated in a $t$ table. See the last page of these notes. Different rows correspond to different df; different columns correspond to different $\alpha$ 's.
9. Example: $t_{20,05}=1.725$; we find this by looking across the row labeled 20 and under the column labeled 0.05 . This tells us that the area to the right of 1.725 under the $t_{20}$ distribution is 0.05 . Similarly, $t_{20,025}=2.086$ so the area to the right of 2.086 is 0.025 .
10. We are now ready to use the $t$-distribution for a confidence interval. Suppose, once again, that the underlying data $X_{1}, \ldots, X_{n}$ is a random sample from a normal population. Then

$$
\bar{X} \pm t_{n-1, \alpha / 2} \frac{s}{\sqrt{n}}
$$

is a $1-\alpha$ confidence interval for the mean. Notice that all we have done is replace $z_{\alpha / 2}$ with $t_{n-1, \alpha / 2}$.
11. For any sample size $n$ and any confidence level $1-\alpha$, we have $t_{n-1, \alpha / 2}>z_{\alpha / 2}$. Consequently, intervals based on the $t$ distribution are always wider then those based on the standard normal.
12. As the sample size increases, the df increases. As the df increases, the $t$ distribution becomes the normal distribution. For example, we know that $z_{.05}=1.645$. Look down the .05 column of the $t$ table. $t_{\nu, 05}$ approaches 1.645 as $\nu$ increases.
13. Strictly speaking, intervals based on the $t$ distribution are valid only if the underlying population is normal (or at least close to normal). If the underlying population is decidedly non-normal, the only way we can get a confidence interval is if the sample size is sufficiently large that $\bar{X}$ is approximately normal (by the central limit theorem).
14. The main benefit of $t$-based intervals is that they account for the additional uncertainty that comes from using the sample standard deviation $s$ in place of the (unknown) population standard deviation $\sigma$.
15. When to use $t$, when to use $z$ ? Strictly speaking, the conditions are as follows:

- $z$-based confidence intervals are valid if we have a large sample;
- $t$-based confidence intervals are valid if we have a sample from a normal distribution with an unknown variance.

Notice that both of these may apply: we could have a large sample from a normal population with unknown variance. In this case, both are valid and give nearly the same results. (The $t$ and $z$ multipliers are close when the df is large.) As a practical matter, $t$-based confidence intervals are often used even if the underlying population is not known to be normal. This is conservative in the sense that $t$-based intervals are always wider than $z$-based intervals.

## Confidence Intervals for a Proportion

1. Example: To determine whether the location for a new store is a "family" neighborhood, Apple Tree Supermarkets wants to determine the proportion of apartments in the vicinity that have 3 bedrooms or more. Field workers randomly sample 100 apartments. Suppose they find that $26.4 \%$ have 3 bedrooms or more. We know that our best guess of the (unknown) underlying population proportion is the sample proportion $\hat{p}=.264$. Can we supplement this point estimate with a confidence interval?
2. We know that if the true population proportion is $p$ and the sample size is large, then

$$
\hat{p} \approx N\left(p, \frac{p(1-p)}{n}\right) .
$$

As a result,

$$
\frac{\hat{p}-p}{\sqrt{p(1-p) / n}} \approx N(0,1) .
$$

So a $1-\alpha$ confidence interval is provided by

$$
\hat{p} \pm z_{\alpha / 2} \sqrt{\frac{p(1-p)}{n}} .
$$

3. The problem, of course, is that we don't know $p$, so we don't know $\sqrt{p(1-p) / n}$. The best we can do is replace $p$ by our estimate $\hat{p}$. This gives us the approximate confidence interval

$$
\hat{p} \pm z_{\alpha / 2} \sqrt{\frac{\hat{p}(1-\hat{p})}{n}}
$$

4. Returning to the Apple Tree example, a $95 \%$ confidence interval for the proportion is

$$
0.264 \pm(1.96) \sqrt{\frac{(.264)(1-.264)}{100}}
$$

As before, the 1.96 comes from the fact that $P(Z<1.96)=.975$, so $P(-1.96<Z<$ $1.96)=.95$.

## Comparing Two Means

1. Often, we are interested in comparing two means, rather than just evaluating them separately:

- Is the expected return from a managed mutual fund greater than the expected return from an index fund?
- Are purchases of frozen meals greater among regular television viewers than among non-viewers?
- Does playing music in the office increase worker productivity?
- Do students with technical backgrounds score higher on statistics exams?

2. In each case, the natural way to address the question is to estimate the two means in question and determine which is greater. But this is not enough to draw reliable conclusions. Because of variability in sampling, one sample mean may come out larger than another even if the corresponding population mean is smaller. To indicate whether our comparison is reliable, we need a confidence interval for a difference of two population means.
3. We consider two settings: matched pairs and independent samples. The latter is easy to understand; it applies whenever the samples collected from the two populations are independent. The former applies when each observation in one population is paired to one in the other so that independence fails.
4. Examples of matched pairs:

- If we compare two mutual funds over 30 periods of 6 months each, then the performance of the two funds within a single period is generally not independent, because both funds will be affected by the same world events. If we let $X_{1}, \ldots, X_{30}$ be the returns on one fund and $Y_{1}, \ldots, Y_{30}$ the returns on another, then $X_{i}$ and $Y_{i}$ are generally not independent. However, the differences $X_{1}-Y_{1}, \ldots, X_{30}-Y_{30}$ should be close to independent.
- Consider an experiment in which a software firm plays music in its offices for one week. Suppose there are 30 programmers in the firm. Let $X_{i}$ be the number of lines of code produced by the $i$-th programmer in a week without music and let $Y_{i}$ be the number of lines for the same programmer in a week with music. We cannot assume that $X_{i}$ and $Y_{i}$ are independent. A programmer who is exceptionally fast without music will probably continue to be fast with music. We might, however, assume that the changes $X_{1}-Y_{1}, \ldots, X_{30}-Y_{30}$ are independent; i.e., the effect of music on one programmer should not depend on the effects on other programmer.

5. Getting a confidence interval for the matched case is easy. Let $X_{1}, \ldots, X_{n}$ be a random sample from a population with mean $\mu_{X}$ and let $Y_{1}, \ldots, Y_{n}$ be matched samples from a population with mean $\mu_{Y}$. We want a confidence interval for $\mu_{X}-\mu_{Y}$. To get this, we simply compute the paired differences $X_{1}-Y_{1}, \ldots, X_{n}-Y_{n}$. This gives us a new random sample of size $n$. Our point estimator $\mu_{X}-\mu_{Y}$ is the average difference

$$
\bar{d}=\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-Y_{i}\right)=\bar{X}-\bar{Y} .
$$

Similarly, the sample standard deviation of the differences is

$$
s_{d}=\sqrt{\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-Y_{i}-\bar{d}\right)^{2}} .
$$

If the sample size is large, a $1-\alpha$ confidence interval for $\mu_{X}-\mu_{Y}$ is

$$
\bar{d} \pm z_{\alpha / 2} \frac{s_{d}}{\sqrt{n}} .
$$

If the underlying populations are normal, then regardless of the sample size an exact confidence interval is

$$
\bar{d} \pm t_{n-1, \alpha / 2} \frac{s_{d}}{\sqrt{n}} .
$$

6. Example: Suppose we monitor 30 computer programmers with and without music. Suppose the sample average number of lines of code produced without music is 195 and that with music the sample average is 185 . Does music affect the programmers? Suppose the sample standard deviation of the differences $s_{d}$ is 32 . Then a $95 \%$ confidence interval for the difference is

$$
(195-185) \pm(1.96) \frac{32}{\sqrt{30}}=10 \pm 11.45
$$

Since this interval includes zero, we cannot be $95 \%$ confident that productivity is affected by the music.
7. We now turn to the case of comparing independent samples. Let $X_{1}, \ldots, X_{n_{1}}$ be a random sample from a population with mean $\mu_{X}$ and variance $\sigma_{X}^{2}$. Define $Y_{1}, \ldots, Y_{n_{2}}$ and $\mu_{Y}$ and $\sigma_{Y}^{2}$ analogously. We do not assume that the sample sizes $n_{1}$ and $n_{2}$ are equal. Let $\bar{X}$ and $\bar{Y}$ be the corresponding sample means.
8. We know that $E[\bar{X}-\bar{Y}]=E[\bar{X}]-E[\bar{Y}]=\mu_{X}-\mu_{Y}$. Thus, the difference of the sample means is an unbiased estimator of the difference of the population means. To supplement this estimator with a confidence interval, we need the standard error of this estimator. We know that

$$
\operatorname{Var}[\bar{X}-\bar{Y}]=\operatorname{Var}[\bar{X}]+\operatorname{Var}[\bar{Y}],
$$

by the assumption of independence. This, in turn, is given by

$$
\frac{\sigma_{X}^{2}}{n_{1}}+\frac{\sigma_{Y}^{2}}{n_{2}}
$$

So, the standard error of $\bar{X}-\bar{Y}$ is

$$
\sqrt{\frac{\sigma_{X}^{2}}{n_{1}}+\frac{\sigma_{Y}^{2}}{n_{2}}} .
$$

9. With this information in place, the confidence interval for the difference follows the usual pattern. If the sample size is sufficiently large that the normal approximation is valid, a $1-\alpha$ confidence interval is

$$
(\bar{X}-\bar{Y}) \pm z_{\alpha / 2} \sqrt{\frac{\sigma_{X}^{2}}{n_{1}}+\frac{\sigma_{Y}^{2}}{n_{2}}} .
$$

10. Of course, if we don't know the standard deviations $\sigma_{X}$ and $\sigma_{Y}$, we replace them with estimates $s_{X}$ and $s_{Y}$.
11. If the underlying populations are normal and we use sample standard deviations, we can improve the accuracy of our intervals by using the $t$ distribution. The only slightly tricky step is calculating the degrees of freedom in this setting. The rule is this: Calculate the quantity

$$
\frac{\left(s_{X}^{2} / n_{1}+s_{Y}^{2} / n_{2}\right)^{2}}{\left(s_{X}^{2} / n_{1}\right)^{2} /\left(n_{1}-1\right)+\left(s_{Y}^{2} / n_{2}\right)^{2} /\left(n_{2}-1\right)} .
$$

Round it off to the nearest integer $\bar{n}$. Then $\bar{n}$ is the appropriate df. The confidence interval becomes

$$
(\bar{X}-\bar{Y}) \pm t_{\bar{n}, \alpha / 2} \sqrt{\frac{s_{X}^{2}}{n_{1}}+\frac{s_{Y}^{2}}{n_{2}}}
$$

(We will not cover this case and it will not be on the final exam. Excel does this calculation automatically; see the Excel help on t-tests.)

## Comparing Two Proportions

1. We have seen how to get confidence intervals for the difference of two means. We now turn to confidence intervals for the difference of two proportions.
2. Examples:

- 100 people participate in a study to evaluate a new anti-dandruff shampoo. Fifty are given the new formula and fifty are given an existing product. Suppose 38 show improvement with the new formula and only 30 show improvment with the existing product. How much better is the new formula?
- One vendor delivers 5 shipments out of 33 late. Another vendor delivers 7 out of 52 late. How much more reliable is the second vendor?

3. The general setting is this: Consider two proportions $p_{X}$ and $p_{Y}$, as in the examples above. Suppose we observe $n_{X}$ outcomes of the first type and $n_{Y}$ outcomes of the second type to get sample proportions $\hat{p}_{X}$ and $\hat{p}_{Y}$. Our point estimate of the difference $p_{X}-p_{Y}$ is the $\hat{p}_{X}-\hat{p}_{Y}$. This estimate is unbiased because $\hat{p}_{X}$ and $\hat{p}_{Y}$ are unbiased. The variance of $\hat{p}_{X}-\hat{p}_{Y}$ is

$$
\frac{p_{X}\left(1-p_{X}\right)}{n_{X}}+\frac{p_{Y}\left(1-p_{Y}\right)}{n_{Y}},
$$

the sum of the variances. So, the standard error is

$$
\sqrt{\frac{p_{X}\left(1-p_{X}\right)}{n_{X}}+\frac{p_{Y}\left(1-p_{Y}\right)}{n_{Y}}} .
$$

Since we don't know $p_{X}$ and $p_{Y}$, we replace then with their estimates $\hat{p}_{X}$ and $\hat{p}_{Y}$. The result is the confidence interval

$$
\left(\hat{p}_{X}-\hat{p}_{Y}\right) \pm z_{\alpha / 2} \sqrt{\frac{\hat{p}_{X}\left(1-\hat{p}_{X}\right)}{n_{X}}+\frac{\hat{p}_{Y}\left(1-\hat{p}_{Y}\right)}{n_{Y}}},
$$

valid for large samples.
4. You can easily substitute the corresponding values from the shampoo and vendor examples to compute confidence intervals for those differences. In the shampoo example, the sample proportions are $38 / 50=.76$ and $30 / 50=.60$. A $95 \%$ confidence interval for the difference is therefore

$$
(.76-.60) \pm \sqrt{\frac{.76(1-.76)}{50}+\frac{.60(1-.60)}{50}}
$$

which is

$$
.16 \pm .18
$$

## Summary of Confidence Intervals

1. Population mean, large sample:

$$
\bar{X} \pm z_{\alpha / 2} \frac{s}{\sqrt{n}}
$$

2. Population mean, normal data with unknown variance:

$$
\bar{X} \pm t_{n-1, \alpha / 2} \frac{s}{\sqrt{n}}
$$

3. Difference of two means, independent samples:

$$
\bar{X}-\bar{Y} \pm z_{\alpha / 2} \sqrt{\frac{s_{X}^{2}}{n_{X}}+\frac{s_{Y}^{2}}{n_{Y}}}
$$

4. Difference of two means, matched pairs:

$$
\begin{gathered}
\bar{X}-\bar{Y} \pm z_{\alpha / 2} \frac{s_{d}}{\sqrt{n}} \\
\bar{X}-\bar{Y} \pm t_{n-1, \alpha / 2} \frac{s_{d}}{\sqrt{n}}
\end{gathered}
$$

5. Population proportion, large sample:

$$
\hat{p} \pm z_{\alpha / 2} \sqrt{\frac{\hat{p}(1-\hat{p})}{n}}
$$

6. Difference of two population proportions, independent large samples:

$$
\hat{p}_{X}-\hat{p}_{Y} \pm z_{\alpha / 2} \sqrt{\frac{\hat{p}_{X}\left(1-\hat{p}_{X}\right)}{n_{X}}+\frac{\hat{p}_{Y}\left(1-\hat{p}_{Y}\right)}{n_{Y}}}
$$




