On Testing for Speculative Bubbles

Robert P. Flood and Robert J. Hodrick

The possibility that movements in prices could be due to the self-fulfilling prophecies of market participants has long intrigued observers of free markets. Such self-fulfilling prophecies are often called “bubbles” or “sunspots” to denote their dependence on events that are extraneous to the market. The folklore of such episodes includes the tulip bubble, the South Sea bubble and the Mississippi bubble (all discussed in Peter Garber’s article in this issue), and the increase in equity prices during the “Roaring 20’s” followed by the 1929 crash (discussed in Eugene White’s article in this journal). More recently, the rise and crash of stock prices from 1982 to 1987, the appreciation of the dollar on foreign exchange markets that peaked in 1985, and sudden housing price increases in California and Massachusetts have been attributed to speculative bubbles. The idea that bubbles might exist is often traced to John Maynard Keynes’s (1936) description of an equity market as an environment in which speculators anticipate “what average opinion expects average opinion to be,” rather than focusing on things fundamental to the market.

If bubbles exist in asset markets, market prices of assets will differ from their fundamental values. Markets would not necessarily be allocating the savings of individuals to the best possible investment uses. Public policies might be designed to attempt to rid the markets of bubbles. Although these problems have been discussed for a long time, academic economists conducted relatively little formal empirical analysis of actual markets until recently, probably because economists’ analytical and statistical tools were inadequate. Since economic theory placed essentially no restric-
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tions on how agents formed expectations of future prices, empirical analysts had little direction for studying the possibility of self-fulfilling prophecy. The widespread adoption of the rational expectations hypothesis provided the required underpinning for theoretical and empirical study of the issues.¹

This paper surveys the current state of the empirically-oriented literature concerning rational dynamic indeterminacies, by which we mean a situation of self-fulfilling prophecy within a rational expectations model. Empirical work in this area concentrates primarily on indeterminacies in price levels, exchange rates and equity prices.² To provide a common ground for later analysis, we first examine a particular type of explosive indeterminacy, usually called a rational bubble, in an example of the market for equities. Then, we consider empirical work relating to price-level and exchange-rate indeterminacies and empirical studies of indeterminacies in stock prices. Finally, we take up some interpretive issues.

Some Intuition about Rational Bubbles

Many rational expectations models have an indeterminate aspect, as explained by William Brock (1974), John Taylor (1977), and Robert Shiller (1978). Usually, this indeterminacy arises when the current decisions of agents depend both on the current market price and on their expectations of future prices. For example, consider a simple economic model in which investors' demands for an equity depend on the expected return on the equity. If a fixed amount of the equity is outstanding, the current price is determined by the intersection of investor demands with the existing supply. But, equilibrium demand depends upon the current equity price and the beliefs of agents about equity prices in the future, since realized returns depend on the cost of the equity today, on its resale value in the future and on any intermediate dividends paid to holders of the stock. Since the current price depends on the expectation of the future price and the expectation of the future price depends on the current price, the simple theory cannot determine the market price. It only determines sequences of prices. Only one sequence is the market fundamental price path, and the others will have price bubbles.

In such circumstances, economic models require additional restrictions if they are to make firm predictions about the current market price. If plausible theoretical restrictions are added to the model, it is possible for a researcher to exclude a large number of price paths, narrowing the field to a unique path. For example, Jean Tirole (1985) demonstrates that real asset prices will be unique and will depend only on market fundamentals in an economy with a finite number of rational infinitely-lived

¹Rational expectations is the requirement that the subjective expectations of the agents in an economic model be identical to the mathematical expectations of the model that are produced by the exogenous sources of uncertainty interacting with the behavior of the agents.
²Olivier Blanchard and Mark Watson (1982) also study the market for gold.
traders. Since the assumption of infinitely-lived agents is controversial, some economists find this anti-bubble logic un compelling. Tirole (1985) also explores an overlapping generations model of real asset pricing that does not exclude explosive indeterminacies as equilibrium phenomena, but he finds that they occur only if the rate of growth of the economy is higher than the steady state rate of return on capital. Price level models that are consistent with many researchers’ prior beliefs but that still fail to exclude explosive indeterminacies are discussed by William Brock (1974) and subsequently by Maurice Obstfeld and Kenneth Rogoff (1983, 1986). Interestingly, explosive price level indeterminacies are much harder to rule out with a priori theoretical arguments than are indeterminacies concerning real asset prices. Nonexplosive indeterminacies in rational expectations models, which we call sunspots, are even harder to rule out with theoretical arguments than are explosive indeterminacies.

Many researchers argue that empirical tests for bubbles and sunspots are uninteresting because they can be ruled out by certain types of rational economic theories. Should these researchers still be interested in empirical tests of bubbles? We answer yes, primarily because bubble tests are an interesting specification test of the model. Since bubbles and sunspots arise in economic models that incorporate market fundamentals, tests for these indeterminacies require correct specification of market fundamentals. Bubble tests examine a composite null hypothesis of no bubbles and correctly specified market fundamentals, which must be construed broadly to be both the data series and the equations that constitute the economic model. Since bubble tests can only legitimately be done on models that are not rejected by the data, researchers must first conduct a battery of diagnostic tests. Bubble tests may be powerful at detecting misspecifications of the model, even if it has passed other specification tests.

It is our contention that no econometric test has yet demonstrated that bubbles are present in the data. In each case, misspecification of the model or alternative market fundamentals seems the likely explanation of the findings.

A Common Theoretical Framework for Analyzing Bubbles

If people in the economy are not averse to risk, and if they discount future utility at a constant rate $r$, all assets would have the same constant expected real return in equilibrium. The price of one equity share, $q_t$, which is the sacrifice that is made to purchase the asset, would be equal to the expected discounted present value of the dividend accruing to ownership of the equity share during the ownership period, $d_{t+1}$, plus the price at which the share can be sold at the end of the ownership period, $q_{t+1}$.

---

5No one thinks agents actually live forever, but families can be effectively linked across generations by intergenerational transfers and bequests. See Barro (1989) for a discussion of this issue as it applies to the effects on the economy of government budget deficits.
These are the benefits from owning the asset. Hence,

\[ q_t = E_i\left( d_{t+1} + q_{t+1} \right)/(1 + r), \]

where \( E_i(d_{t+1} + q_{t+1}) \) denotes the expected value of the future dividend and the future price conditional on information available to people at time \( t \). A typical asset pricing formula can be derived from equation (1) by a recursive process. Update equation (1) by one time period and substitute the resulting expression for \( q_{t+1} \) into the original equation. This gives

\[ q_t = E_i\left[ d_{t+1} + E_{t+1}(d_{t+2} + q_{t+2})/(1 + r) \right]/(1 + r). \]

Then, update equation (1) again, and substitute for \( q_{t+2} \) into equation (2). Do this repeatedly. Next, use the law of iterated expectations, \( E_i(E_{t+1}(d_{t+2})) = E_i(d_{t+2}) \), which recognizes that the expected value today of what we will expect about the future when we have more information tomorrow is simply what we expect about the future today with less information. The eventual result with an infinite number of substitutions is that the current price equals the expected present value of all future dividends:

\[ q^f_t = \sum_{i=1}^{\infty} \frac{1}{(1 + r)^i} E_i(d_{t+i}). \]

We attach a superscript \( f \) to this price because we define it to be the market fundamentals price for this model since we assumed in its derivation that the discounted value of the expected price infinitely far in the future is zero.

Equation (3), however, does not give the only mathematical solution to equation (1). To characterize other solutions let the market price be the fundamentals price plus something else that we will call a bubble, which we denote with \( B_t \):

\[ q_t = q^f_t + B_t. \]

A bubble thus represents a deviation of the current market price of the asset from the value implied by market fundamentals. If the market price in equation (4) is to satisfy equation (1), the current value of the bubble must be the expected discounted value of the future bubble next period. That is,

\[ B_t = E_i(B_{t+1})/(1 + r). \]

This shows that a bubble can be a possible outcome of this model, as long as the bubble represents an expectation that the bubble will continue. Apparently, market prices can be sternly sensible or very silly indeed. The definition of a bubble is sometimes rewritten as:

\[ B_{t+1} = B_t(1 + r) + b_{t+1}. \]
where $b_{t+1} = B_{t+1} - E_t(B_{t+1})$. According to the terminology adopted by Olivier Blanchard (1979), Robert Flood and Peter Garber (1980b) and Blanchard and Mark Watson (1982), $B_t$ is a bubble in the equity price, and $b_{t+1}$ is the innovation in the bubble at time $t + 1$ which has mean zero. Hence, if bubbles exist, they must be expected to grow at the real rate of interest.\(^4\)

Theory is helpful in thinking about whether terms like $B_t$ can exist in rational markets. For example, William Brock (1982) notes that if the researcher thinks that the market can be analyzed by considering the maximization problem of a competitive, representative, infinitely-lived investor, there is a terminal condition (known as a transversality condition) that allows the analyst to deduce that rational bubbles are absent.\(^5\)

To understand why this prevents bubbles from occurring, consider the consequences of several investment strategies available to a competitive agent. First, since the representative agent lives forever, one possible investment is the buy and hold forever strategy. This produces a marginal gain at time $t$ equal to the expected discounted value of all future dividends, which is the market fundamentals price. If the actual price of the asset were less than the fundamentals price, the representative agent could increase utility by buying the asset and planning to hold it forever. This increased demand would raise the market price, eliminating the bubble. On the other hand, if an asset’s price exceeded the market fundamentals price, rational competitive agents would sell the asset because the utility gain would exceed the utility lost from expecting to hold it forever. The decrease in demand would cause the market price to fall.

Thus, if one is willing to argue for a representative investor model, then a test for bubbles is a test of the underlying model; and a rejection of the hypothesis that no bubbles exist is a rejection of the representative investor model, including the transversality condition.

Another theoretical argument against bubbles is provided by Behzad Diba and Herschel Grossman (1987, 1988) who note that bubbles in real stock prices can never be negative. From equation (5), which provides the time path of a bubble, a negative bubble at time $t$ would be expected to grow more negative over time. From equation (4), this implies that the market stock price would be expected to be negative within finite time, since the market fundamentals price cannot grow that fast. Since you can always walk away from your investment in the stock market, the stock price cannot be negative. Hence, negative bubbles are inconsistent with rational expectations. Ruling out negative bubbles is important since it implies that if a bubble ever is zero it cannot start again because the innovation in the bubble, $b_{t+1}$, which must have mean zero,

\(^{4}\)The bubble process is the homogenous part of the solution to the difference equation (1). Edwin Burmeister, Robert Flood and Peter Garber (1983) explain several indeterminacies discussed in the literature in terms of the homogenous part of the solution. This type of indeterminacy is explosive since $(1 + r) > 1$.

\(^{5}\)See Maurice Obstfeld and Kenneth Rogoff (1985) for additional intuition and more formal discussion of the transversality condition and for additional references to the mathematical literature on the subject.
would not be mean zero since there would only be one way to go. Hence, any bubbles currently present would have had to start at the initiation of the market.

Most of the empirical work on bubbles is concerned with the theoretical indeterminacy introduced above. The next two sections explore the empirical implications of this type of indeterminacy in two settings: models of price levels and exchange rates and of equity pricing.

Price-Level Bubble Tests

We now turn our attention to price-level bubble tests because they were the first empirical tests, and methodological advances were built upon them. Indeterminacies in theoretical models of the price level usually result when the demand for nominal assets depends on the expected rate of inflation. Robert Flood and Peter Garber (1980b) developed an empirical test for such bubbles in a monetary model of the German hyperinflation first studied by Phillip Cagan (1956). Their model consists of a money demand equation that is linear in natural logarithms, a money supply rule, and money market equilibrium. The equation for money market equilibrium that combines supply and demand is

\[ m_t - p_t = \beta - \alpha [E_t(p_{t+1}) - p_t] + \nu_t, \quad \alpha > 0. \]

The left-hand side of this equation represents the logarithm of actual real money supply with \( m_t \) equal to the logarithm of the nominal money supply at time \( t \) and \( p_t \) equal to the logarithm of the price level at time \( t \). The right-hand side of the equation states that the demand for real money balances deviates from a constant level \( \beta \) when there is expected inflation, which decreases the demand for money, or when other determinants given by the random error term \( \nu_t \) change. The parameter \( \alpha \) measures the sensitivity of the demand for money with respect to expectations of inflation. The equation is simple because the determinants of money demand other than expected inflation are thought to be effectively constant in a hyperinflation.

The “market fundamentals” solution for the price level can be found by analogy to the previous example of equity prices. In this case, the general price level \( p_t \) plays the role previously held by the equity price \( q_t \). To find the market fundamentals solution, solve equation (7) for \( p_t \) and think of \( k_t = (m_t - \beta - \nu_t)/(1 + \alpha) \) as playing the role of dividends paid at time \( t \). Also, think of \( \alpha/(1 + \alpha) \) as the counterpart of \( 1/(1 + r) \). By analogy with equation (2), the market fundamentals solution to equation (7) is:

\[ p_t' = \sum_{i=0}^{\infty} [\alpha/(1 + \alpha)]^i E_t(k_{t+i}). \]

Equation (8) states that the price level at any given time is determined by the discounted expected values of factors affecting the supply of money, \( m \), relative to the demand for money (as determined by demand parameter \( \beta \) and the factors in \( \nu_t \)). As before, this formulation does not give all of the possible solutions to equation (7).
self-fulfilling price level bubble can be added to the market fundamental price if the
current value of the bubble depends on the discounted expectation of the future value
of the bubble such that
\[ E_r(B_{t+1}) = [1 + (1/\alpha)]B_t, \]
where the reciprocal of \( \alpha/(1 + \alpha) \)
is \[ 1 + (1/\alpha) \]. Instead of exploding at the real rate of interest, this model predicts
that logarithmic price level bubbles must explode at the rate \( (1/\alpha) \).

Although indeterminacies such as \( B_t \) had been discussed in the theoretical
literature, Flood and Garber’s (1980b) attempt to identify, estimate and test for a
bubble process removed it from the realm of pure theory and inserted it into empirical
economics. Flood and Garber assume that the nominal money supply is exogenous
and investigate its time series properties which are necessary in the estimation of the
reduced form equation. They also assume that \( \eta_t \) follows a random walk. This
simplifies the forecasting problem in equation (8). They estimate a reduced form
equation for the rate of inflation assuming that a nonstochastic bubble process infects
the logarithm of the price. Consequently, the bubble process satisfies
\[ B_t = B_0[1 + (1/\alpha)]^t, \]
and the no bubbles hypothesis is the coefficient restriction that the
initial bubble \( B_0 = 0 \). A representative reduced form equation from their study is
\[
\hat{p}_t - \hat{p}_{t-1} = \delta_0 + \delta_1 \mu_{t-1} + \cdots + \delta_k \mu_{t-k} + B_0[1 + (1/\alpha)]^t + \epsilon_t
\]
where \( \mu_t \) is the money growth rate and \( \eta_t = \eta_{t-1} + \epsilon_t \). Flood and Garber found no
evidence to reject the hypothesis that the parameter \( B_0 \) was equal to zero, although
there are problems with their empirical methodology.

Flood and Garber mention three potential methodological weaknesses of their
study. First, they assume that money is exogenous which rules out feedback from
previous inflation to current money supply creation as would happen when the
government prints money to finance real expenditures. Second, they allow only for a
deterministic bubble process. Finally, for reasons that will be explained presently, their
statistical inference does not have solid foundations in asymptotic distribution theory.

Edwin Burmeister and Kent Wall (1982) use the Flood and Garber data and the
Cagan model to address the first two issues. They allow money growth to depend on
past money growth and past inflation, thus relaxing the exogeneity assumption, and
they allow a constant nonzero variance for the innovation in the bubble \( b_t \), which
allows the bubble to be stochastic. But, although both the Flood-Garber and the
Burmeister-Wall studies develop consistent parameter estimates, they lack convincing
tests of the no bubbles hypothesis because of an exploding regressor problem. Because
estimation is conducted under the alternative hypothesis that bubbles are present in
the economy, the reduced form regression (9) has \[ [1 + (1/\alpha)]^t \] as the regressor
associated with the parameter \( B_0 \), the initial value of the bubble. This regressor is
exploding quite fast as \( t \) increases; indeed, it explodes so fast that the information
content of its most recent observation never goes to zero as a fraction of the
information content of all previous observations. This situation makes it easy to prove
consistency of the estimator of \( B_0 \) since convergence is quick, but it presents serious
problems for testing hypotheses concerning \( B_0 \). The information structure of the
exploding regressor ensures that any time series sample no matter how large is always a
small sample, and standard central limit theorems do not apply.
The first attempt at circumventing the asymptotic distribution theory problem was made by Flood, Garber and Louis Scott (1984) who use the fact that several countries experienced simultaneous hyperinflations following World War I to test the hypothesis that no bubbles have occurred in a time series-cross section framework. An asymptotic distribution for the bubble coefficient in equation (9) is obtained by approaching the hypothetical limit in the cross-sectional dimension; that is, by thinking that the number of countries is going to infinity rather than assuming that time periods are going to infinity. Unfortunately, Flood, Garber and Scott have data for only three simultaneous hyperinflations. While they reject the hypothesis of no bubbles in the three simultaneous hyperinflations, their appeal to large sample distribution results is probably suspect.

More recently, the empirical approach to testing the no bubbles hypothesis has taken a second, indirect approach. West (1987a) developed the indirect approach in an application to the stock market, which is discussed below. Alessandra Casella (1986) applies the West-style test to the German hyperinflation data, and it is in that context that we introduce the test. The fundamental insight involves estimating the parameters of a reduced-form price equation by two different methods.

In Casella's application to the German hyperinflation, the bubble test requires two estimates of $\alpha$, the sensitivity of money demand with respect to the expected rate of inflation. The first estimation method delivers consistent (but inefficient) estimates of the parameter and its standard error regardless of the presence of bubbles. This is done by instrumental variable estimation of the money demand function (7). The second approach delivers parameter estimates and standard errors that are consistent and efficient if bubbles are absent, but that are inconsistent if bubbles are present. This second approach requires simultaneous estimation of a market-fundamentals forecasting process and a reduced form equation like equation (9), but without the bubble process present. Estimation is done subject to the rational expectations cross equation restrictions, as derived by Lars Hansen and Thomas Sargent (1981). The cross equation restrictions arise because the $\delta$ parameters in equation (9) are functions of $\alpha$ and the parameters that describe the money supply process.

The two estimates of $\alpha$ and their standard errors will yield numerically different values, which motivates a Hausman (1978) specification test. This test investigates whether the differences in the estimated coefficients are due to sampling error or to a bias in the second estimates. For example, if the market price contains a bubble that is correlated with some of the market fundamentals, then the second method which leaves the bubble process out of the reduced form estimation will yield biased coefficient estimates on the included variables. In this circumstance, when all other elements of the model are thought to be correct and are therefore inserted into the maintained hypothesis, the Hausman test becomes a bubble test. One of the strengths

---

6The bubble need not be correlated with market fundamentals to apply the Hausman test. While a bias may be created by correlation of the bubble innovations with innovations in any of the fundamental variables, it may also be created by the bubble's mean biasing the estimate of the constant in the reduced form or because the improperly excluded bubble has exploding variance. See Casella (1986).
of this type of test is that the researcher does not have to specify an ad hoc restriction on the variance of $b_i$—the weaknesses of the test will be discussed below.

When Casella implements her version of the West bubble test on the German data, her results are consistent with the presence of price-level bubbles if the money supply is maintained to be an exogenous process relative to inflation, but they are consistent with the no bubbles hypothesis if the money supply is modeled as an endogenous process in which case there is feedback from past inflation to current money creation. Since the money supply is exploding in a hyperinflation, lack of feedback implies an odd and perhaps implausible behavior of the monetary authority.

**Exchange Rate Bubble Tests**

A bubble that appears in a theoretical model of the price level, which is the value of goods in terms of a particular currency, usually appears also in a model of the foreign exchange value of that currency. Consequently, many models of price level bubbles and exchange rate bubbles have points of equivalence, as Kenneth Singleton (1987) notes.

Richard Meese (1986) applies the West (1987a) bubble test to the U.S. dollar values of the deutschmark and the pound sterling exchange rates using a two-country money market equilibrium model to determine exchange rates. In his framework, money demand in each country depends on real income and the interest rate, the interest rate differential depends on the expected rate of change of the exchange rate, and deviations from purchasing power parity are a random walk. These equations may be solved for an exchange rate equation in which the current exchange rate depends on current and expected future money supplies and real incomes, which provides the market fundamentals solution. The West test indicates very strong evidence of bubbles in these exchange rates during the period from October 1973 to November 1982.

Kenneth West (1987b) conducts some additional bubble tests on the deutschmark-dollar exchange rate and the associated market fundamentals from January 1974 through May 1984. West uses a different test in this paper than the one described above. He uses a construction similar to the variance bounds tests of Stephen LeRoy and Richard Porter (1981), which are discussed below, to conclude that exchange rate variability, in the absence of bubbles, is consistent with the standard monetary model assumed by Meese but augmented to include money demand errors—that is, other potential economic determinants of money demand,

---

7 To our knowledge, Wing Woo wrote the first exchange-rate bubble paper, which was eventually published in 1987. Woo uses a portfolio balance model to test for bubbles in the exchange rate of the U.S. dollar versus the currencies of Germany, France, Canada and Japan. An interesting aspect of his investigation is that he takes a stand on the initiation mechanism for an exchange rate bubble by looking for bubbles just after major monetary disturbances. This method, probably more than most, runs the risk of confusing bubbles with expected changes in market fundamentals. We return to this possible confusion below. Additional bubble tests involving foreign exchange markets are by Kunio Okina (1985), Jeffrey Frankel (1985) and Paul Krugman (1986) develop empirical analyses that the value of the dollar relative to foreign currencies is not "sustainable." While they motivate their analyses by the strength of the dollar, which they attribute possibly to a bubble, they do not test formally for bubbles.
and deviations from purchasing power parity as additional market fundamentals. West argues that Meese’s conclusion that bubbles are present is premature in the sense that these additional features are not entertained by him. Their presence provides additional market fundamentals that may explain exchange rates without the addition of bubbles to the model. There are also additional criticisms of the Meese analysis that we discuss below.

Bubbles and Stock Price Volatility

This section examines the issues of bubbles in stock prices and the relation of bubble tests to excess volatility tests. A simple model that forms the foundation of much of the asset price bubble and excess volatility literature is the constant expected real return model presented near the start of this paper. Although many authors, including those of popular financial textbooks such as Richard Brealey and Stewart Myers (1981, pp. 42–45), often refer to this model as “a standard efficient markets model,” it should be understood that it is quite restrictive. This is only a simple characterization of what one could mean by the concept of an efficient market. Since we think that people are averse to risk, we do not think that this simple model is a correct characterization of the actual economy. With risk aversion, there are good reasons why expected returns on assets would fluctuate even in an efficient market.

Although bubbles could make asset prices more volatile than their market fundamentals, certain kinds of asset price volatility tests are not well-designed to provide tests for bubbles. Gregory Mankiw, David Romer, and Matthew Shapiro (1985) note this point, and Robert Flood and Robert Hodrick (1986) elaborate upon it. The problem is that the specification of the null hypothesis underlying the tests includes bubbles, if they exist, into a composite null hypothesis. Consequently, rejection of the null hypothesis cannot be attributable to bubbles.

This point is easily understood by consideration of the construction of the volatility tests that have typically been conducted within the confines of the constant expected rate of return model. Robert Shiller (1981) proposes a comparison between the volatilities of actual prices and of what rational prices would have been with perfect foresight. He defines the perfect foresight rational price to be the discounted present value of actual dividends:

\[
q_t^* = \sum_{i=1}^{\infty} \left( \frac{1}{1 + r} \right)^i d_{t+i}.
\]

The expected value of the right-hand side of equation (10) is the market fundamental price of the asset, and the validity of the constant expected return model can be tested.

---


9See Eugene Fama (1976) for a discussion of the fact that market efficiency is always a joint hypothesis that depends on a model of appropriate expected asset returns and on an information set of investors.
by examination of the null hypothesis that $q_t = E_t(q_t^*)$. Since the realization of a variable can be decomposed into its expectation conditional on a given information set plus an innovation that is not correlated with the information set, the validity of the model also implies the variance bound inequality $V(q_t) \leq V(q_t^*)$, if the unconditional variance is well defined.

Notice that since it is impossible to measure the right-hand side of equation (10), econometric analysis must infer measurements of the discounted future value of dividends. Sanford Grossman and Robert Shiller's (1981) measurable price, $\hat{q}_t$, truncates the infinite discounted sum of dividends in the last period of the sample, say at time $T$, and substitutes the discounted market price at time $T$ for the indefinite future. With this definition, the actual market price, conditional on the validity of the model, is the expected value of measurable rational price,

$$
\hat{q}_t = \sum_{i=1}^{T-t} \left[1/(1 + r)\right]^i d_{t+i} + \left[1/(1 + r)\right]^{T-t} q_T,
$$

and the null hypothesis becomes $V(q_t) \leq V(\hat{q}_t)$. To understand why bubbles are included in this null hypothesis, notice that inclusion of $q_T = q_T^* + B_T$ on the right-hand side of equation (11) implies that $q_t = E_t(\hat{q}_t)$ even if bubbles are present because $q_t = q_T^* + B_t$, and bubbles are expected to grow each period such that $E_t(B_T) = (1 + r)^{T-t}B_t$. Hence, these variance bounds tests are not well designed to test for bubbles and statistical evidence of violation of the variance bounds inequality in these tests cannot be taken as evidence of bubbles.

Shiller's (1981) first method of measuring the perfect foresight rational prices, on the other hand, substitutes the discounted average price during the sample as the forecast of the indefinite post-sample discounted sum of dividends. Unfortunately, there is no reason why the hypothesis that market price is equal to expected perfect foresight rational price should continue to be satisfied by this construction. Furthermore, Terry Marsh and Robert Merton (1986) demonstrate that this construction could have misleading properties if dividends are smoothed by management to be an exact function of current and past prices, since, by construction, the variance bound inequality must be violated when the ex post rational price is defined this way.

Much of Shiller's (1981) and Grossman and Shiller's (1981) evidence against the constant discount rate model is due to simple plots of the time series of actual prices and of constructed ex post rational prices. The plots of the time series of constructed ex post rational prices are considerably smoother than the time series of actual prices. Allan Kleidon (1986) effectively criticizes these plots by demonstrating that simulated data, generated to satisfy the model, produce plots that look very much like the plots from actual data. Kleidon's dividend process is the lognormal random walk. One reason the plots provide confusing evidence to the eye is that the perfect foresight price is highly serially correlated, even if dividends are stationary, and the eye cannot easily estimate the unconditional variance of such a process. Also, in Kleidon's case,
dividends are actually nonstationary, which implies that the unconditional variance of price does not exist.

**West's Specification Test**

As noted above, Kenneth West (1987a) developed an ingenious test for bubbles. We now interpret the results of West's investigation of the Standard and Poor's Composite Price Index and the Dow-Jones data that were first used by Shiller (1981).

West uses the constant expected return model in testing the null hypothesis of no bubbles. He first conducts a battery of tests to check that the return equation (1) is consistent with the data, and he concludes that the evidence is not greatly at variance with the assumption. He next estimates a dividend forecasting equation in which future dividends depend upon the past history of dividends, and he checks its consistency with the data. As noted above, the West specification test compares the parameters in the projection of stock prices onto the information set of the dividend forecasting equation to the parameter estimates constructed to satisfy the Hansen-Sargent (1981) formulas, which use the estimated $1/(1 + r)$ and the parameters of the dividend forecasting equation. Since there is a substantive difference in the two sets of estimates, West (1987a, p. 554) concludes, "The data reject the null hypothesis of no bubbles. The rejection appears to result at least in part because the coefficients in the regression of price on dividends are biased upwards."

One aspect of West's test is criticized by Flood, Hodrick and Paul Kaplan (1987). They note that estimation of $1/(1 + r)$ in the specification of the return generating model presented in equation (1) involves using only the one-period relation between current price and expected next period dividend and price, while testing the constructed relation of $1/(1 + r)$ and the parameters from the dividend forecasting model to the reduced form coefficients involves implicit iteration of the return generating model an infinite number of times as in the derivation of equations (2) and (3). Although West does not find strong evidence against the specification of the constant expected return model, when using the levels of real variables, Flood, Hodrick and Kaplan find substantive evidence of misspecification of the model when they iterate the equation for a second period. The latter authors change the specification in two other ways. They formulate the model in returns, and they use dividend-price ratios as instruments.\(^\text{10}\)

West (1987a) acknowledges this significant evidence against his model of equilibrium expected returns when these alternative instruments are used. He also attempts to allow for time variation in expected returns within a linearized model with mixed results. The support for finding bubbles in some of his specifications increases while it decreases for others.

A second area of criticism of the West (1987a) specification test for bubbles is that he assumes the dividend forecasting equations are stationary in either the levels of

---

\(^{10}\)These findings are consistent with the predictability of returns at long horizons that is documented by Eugene Fama and Kenneth French (1988), James Poterba and Lawrence Summers (1988), and John Campbell and Robert Shiller (1987, 1988a, b).
real dividends or their first differences. Since most macroeconomic time series appear to be stationary in first differences of natural logarithms of the real variables, both of these specifications are somewhat suspect. In addition, the likelihood that a constant dividend process characterizes over 100 years of data seems somewhat small given what little is known about the dividend process.\footnote{\label{fn:11}Terry Marsh and Robert Merton (1987) investigate the aggregate dividend process and conclude that there is support for the idea that managers smooth dividends. They argue that the only constraint on the dividend process is that its present value be equal to the present value of earnings. Campbell and Shiller (1987) question whether the findings of Marsh and Merton actually reflect dividend smoothing or simply additional ability of the market to predict future dividends from information that is in addition to the past history of dividends. Campbell and Shiller (1988a) note that a long average of the earnings of the Standard and Poor's composite relative to current price is useful in predicting dividends.}

If we restrict attention to what West (1987a) actually estimates, for the Standard and Poor's composite dividend process from 1871 to 1980, the superior specification of the dividend process appears to require first differencing and a second order autoregression. When variability of returns is allowed, and the test statistics are recalculated, there is no evidence against the null hypothesis of no bubbles.

West (1987a) also notes that a popular model of the dividend process is the lognormal random walk. In this case a closed-form expression for the price of the stock is available in terms of $1/(1 + r)$ and the mean and variance of the growth rate of dividends. Since the asymptotic distribution theory necessary to provide a distribution for the coefficient in the projection of price onto dividends is inapplicable in this case, West does no formal tests. Although the point estimates of the model are inconsistent with the no bubbles hypothesis, the results are sensitive to the value of $r$, and the no bubbles hypothesis cannot be rejected for plausible values of $r$. Since there is sensitivity of the test to the estimated parameters, West interprets the results as mild evidence against the null of no bubbles. But the evidence seems just as easily interpretable in the opposite way, especially in light of potential for misspecification of the model.

Recent Evidence on Stock Price Volatility

We conclude this section with a discussion of some of the current literature on the excess variability of stock prices relative to dividends. A number of authors including Mankiw, Romer and Shapiro (1985), West (1988a), and Campbell and Shiller (1988a, b) test implications of the variability of stock prices relative to dividends. All find that simple models such as the constant expected return model are inconsistent with the data. The sensitivity of these tests to the assumed structure of the dividend process and the model of returns is an outstanding issue for research.\footnote{\label{fn:12}Joe Mattey and Richard Meese (1986) investigate Monte Carlo simulations, using six different data generating environments, one of which includes a stochastic bubble, of twenty-four test statistics that have been proposed as tests of asset pricing models. Their results indicate that some tests may have poor small sample properties.}

Examples of recent findings that intrigue us include the Campbell and Shiller (1988a, b) studies and the West (1988a) volatility tests. Campbell and Shiller (1988a, b) estimate a vector autoregression (VAR) of the logarithm of the dividend-price ratio,
the logarithm of a long average of earnings relative to price, and the first difference of the logarithm of dividends. The hypothesis of a constant expected rate of return then implies a restriction across the coefficients of the VAR that is easily rejected by the data. A by-product of the estimation is a ratio of the standard deviation of calculated returns that are constructed from the coefficients of the VAR assuming that the model is true relative to the standard deviation of actual returns. This value is 0.277 with a standard error of 0.069. Thus, the false model’s predicted returns are much less variable than actual returns. When the expected return on the stock market is allowed to be variable but is postulated to be equal to a constant plus the expected real return on commercial paper, the model is still rejected by the data at very low levels of significance, but the ratio of the standard deviation of returns implied by the model to the standard deviation of actual returns increases to 0.478 with a standard error of 0.044.

West (1988a) develops a volatility test that is quite similar in its estimated equations to the specification test described above. The test involves a comparison of estimates, constructed using two different information sets, of the innovation variance in the expected infinite sum of current and future dividends discounted at a constant rate. One information set is taken to be current and past dividends, which is a proper subset of the market’s information set. The other information set is taken to be the market price under the hypothesis that constant expected returns are correct. Forecasting with a smaller information set than the market’s ought to result in a larger innovation variance, but West finds the opposite and attributes a large part of the volatility of prices to either bubbles or fads. He argues that time-varying expected returns are unlikely to overturn the results.

Whether the actual volatility of equity returns is due to time variation in the rational equity risk premium or to bubbles, fads, and market inefficiencies is an open issue.13 Bubble tests require a well-specified model of equilibrium expected returns that has yet to be developed, and this makes inference about bubbles quite tenuous.

Some Matters of Interpretation

Flood and Garber (1980b) note that an omitted variable problem can bias bubble tests toward rejection of the no bubbles hypothesis. Consider the possibility that agents may have been expecting some future event, which is relevant to the determination of the price level, that the unwary researcher does not include in the model’s market fundamentals. For example, suppose agents had information during the sample that there would be an increase in the money supply at some future date, and suppose that this information is not imbedded in the historical money supply statistics used by the researcher to generate forecasts of future money supplies. In this circumstance the dynamics of the price level will rationally have anticipated the increase in the money supply in a manner that is indistinguishable from the dynamics

13See Colin Camerer (1987) and West (1988b) for further discussion of these issues.
induced by a bubble in the market. The structure of a rational expectations model of the price level forces the dynamics of the price level in response to all omitted expected future variables to be indistinguishable from dynamic paths caused by bubbles. Flood and Hodrick (1986) demonstrate the analogous point in an equity market example in which agents are anticipating a change in taxation of dividend income.14

Consider the biases that could plague West's (1987a) stock price bubble test. Applications of the specification test for bubbles require a forecasting equation based on a subset of the agents' information set and an unrejected return generating process. West (1987a) uses ARIMA models of dividends and tests for changes in the structure of the dividend process with a Chow test. Since he cannot reject the hypothesis of no difference in the structure of the dividend process, he proceeds with the bubble test, but this does not mean that agents were not anticipating a change in the structure of dividends that did not materialize during the sample. Similarly, although West is unable to reject the hypothesis that his return generating process is correctly specified, we note above that extension of the model to longer horizons points strongly toward model misspecification. How this misspecification biases his tests is an open issue.

Similar problems plague the study of hyperinflations if agents think that a hyperinflation will not last indefinitely, since they consequently must be anticipating a reform of the monetary process.15 In such an environment, the price level is changing with changes in the probability of monetary reform, and without modelling this issue, researchers may associate movements in the price level caused by changes in the probability of monetary reform with changes induced by a nonexistent bubble.

In the foreign exchange market, a large body of research initiated by Richard Meese and Kenneth Rogoff (1983) indicates that standard exchange rate models forecast quite badly. As noted above, when bubble tests are conducted on these models, they find bubbles. According to much research, though, it is very unlikely that the models are correct. If the models are false, rejection of the null hypothesis of no bubbles cannot be attributed solely to bubbles since it could equally well be caused by the misspecification of the model.

The moral of this section is that research ought to find apparent evidence of bubbles when models work poorly or when agents expect the future to be somewhat different than history. We think this point presents a serious interpretive problem for all bubble tests. The current empirical tests for bubbles do not successfully establish the case that bubbles exist in asset prices. Nevertheless, bubble tests are interesting specification tests and should continue to be an important part of the econometrician's tool kit.

14 James Hamilton and Charles Whiteman (1985) extend this omitted variable argument by formally demonstrating the observational equivalence of omitted state variables and stochastic bubbles.
15 Flood and Garber (1980a) derive probabilities of monetary reform during the German hyperinflation by identifying them with the probability that the process for the money supply is inconsistent with a finite price level. Inconsistency is defined to be a monetary growth rate that is too fast to be discounted at the discount rate implied by the model. Such a money supply process implies an infinite price level if agents thought that it would last forever.
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