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Abstract. We study the estimation of tail probabilities in a queue via a semi-parametric estimator based on the maximum value of the workload, observed over the sampled time interval. Logarithmic consistency and efficiency issues for such estimators are considered, and their performance is contrasted with the (non-parametric) empirical tail estimator. Our results indicate that in order to "successfully" estimate and extrapolate buffer overflow probabilities in regenerative queues, it is in some sense necessary to first introduce a rough model for the behavior of the tails. In the course of developing these results, we establish new almost sure limit theorems, in the context of regenerative processes, for the maximal extreme value and related first passage times.

1 Introduction

Consider a finite-buffer queue that is being monitored over time, and suppose that we wish to exert some control over the input process so as to ensure that the proportion of jobs arriving to a full buffer is less than some given value. For example, in a communication network, we may wish to implement some form of admission control so as to ensure that the long-run fraction of dropped packets (or cells) at the buffers feeding the switches is acceptably low. In such settings,
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we expect that the admission control policy would need to, either explicitly or implicitly, estimate the fraction of time that a buffer is full based on the observed traffic. In particular, it is natural to assume that this estimate will be based on the observed buffer occupancy; see [20] and [6] for examples of such admission control policies.

In this paper, our goal is to develop some insights into this estimation problem where "extremal statistics" are used as the statistical vehicle by which to estimate the buffer loss probabilities. By "extremal statistics", we mean here that we shall base our estimator on the behavior of the observed maximum (i.e., the maximal extreme value) of the workload process associated with the system.

We shall simplify this problem in several different ways. First, we shall deal only with a single-server network. Furthermore, we shall replace the finite buffer system with its infinite capacity analogue. In particular, rather than consider the problem of estimating the probability that a finite buffer system is full, we shall instead consider the problem of estimating the probability that the workload of an infinite capacity system is greater than some level \( b \). For large \( b \), it seems reasonable to expect that the estimator we consider here has a qualitatively similar behavior in the finite and infinite capacity settings.

The workload process to the single-server queue is regenerative under quite modest assumptions on the input processes to the queue. For example, the workload is regenerative in the context of renewal input processes in which the inter-arrival and processing times are i.i.d. But regeneration is also a useful theoretical tool in queues with dependent inputs. For example, if the arrival stream to the queue is generated by a Markov-modulated Poisson process with a finite-state irreducible continuous time Markov chain as a modulator we can expect the workload process to be regenerative.

Since virtually all of the theory developed here requires only the existence of regeneration structure, we have phrased most of the theory in this paper in terms of general regenerative processes.

We prove that under some conditions on the regenerative process, tail probabilities for the marginal distribution of the process may be estimated from the maximal extreme value. We introduce the notion of logarithmic consistency, and prove that the maximal extreme value can be used to construct an estimator of the tail probability that is logarithmically consistent when the stationary marginal has an exponential-like tail (Theorem 2.5). We also prove logarithmic consistency for the corresponding tail estimator that can be constructed when the marginal is Pareto-like (Theorem 2.8) or Weibull-like (Theorem 2.10).

Part of this study concentrates on contrasting the performance of the extremal based estimator, which will be seen to be essentially semi-parametric, with that of the obvious non-parametric empirical tail estimator. Our results prove that extremal statistics can potentially do a better job of roughly predicting vanishingly small tail probabilities than the empirical tail estimator, at least when the observed time horizon is of "small" to "moderate" size; see Section 2. However, the rate of convergence of the extremal tail estimator is slow. In Section 2 we introduce an extrapolation based empirical tail estimator that has a better theoretical convergence rate than the extremal tail estimator. Research into additional improved tail estimators is ongoing.

We note, however, that the extremal estimator has positive characteristics in that its specification does not require any user-defined tuning constants (as opposed to our extrapolation-based estimator) and it is logarithmically consistent under relatively mild assumptions on the observed process.

In the course of our investigation of the extremal estimator, we developed several new results regarding extreme values in the context of regenerative processes (and, hence, for a large class of regenerative queueing systems):

1. Almost sure limit theorems and associated \( L^p \) convergence (Theorems 2.5, 2.8, and 2.10) for regenerative extreme values when the tail is exponential-like, Pareto-like, and Weibull-like (Glasserman and Kou [11] prove a similar result in the exponential-like case, but under different hypotheses than ours; Theorem 2.8 and 2.10 are extensions of the limit theory to Pareto-like and Weibull-like tails).

2. A compound Poisson limit theorem for the amount of time that the workload process for a single-server queue spends above level \( b \).

3. An almost sure limit theorem for the passage time required for a regenerative process to exceed level \( b \), when \( b \) is large (again, this is an extension of the results in [11] to Pareto and Weibull tails).

The paper is organized as follows. Section 2 introduces the extremal tail estimator in the context of exponential-like, Pareto-like, and Weibull-like tails, and establishes its basic logarithmic consistency properties. In Section 3, we compare the extremal estimator to its most obvious non-parametric competitor, namely the empirical tail estimator. Section 4 discusses the implications of our limit theory for first passage times of regenerative processes. Finally, Section 5 is concerned with some explicit computations when the underlying observed process is reflecting Brownian motion.

2 Consistency results for extremal statistics

We start this section by briefly reviewing some basic terminology and theory associated with single server queues.

Let \( W(t) \) be the cumulative amount of work (i.e., the total number of packets or cells arriving in \( [0,t] \)). In communications applications we think of \( W(t) \) as the total amount of packets or cells arriving in \( [0,t] \). Then, \( \tilde{W}(\Gamma(t)) \equiv W(t) \) is a real-valued non-decreasing process with \( \tilde{W}(0) = 0 \). Assume in addition that \( \tilde{W} \) is right-continuous with left limits, and has stationary ergodic increments such that \( \tilde{E}(1) < \infty \). Without loss of generality, we may assume that the determinsitic server works at a unit rate. Given any right continuous \( \Gamma \) with left limits we can represent the workload \( W(t) \) present in the system at time \( t \), if \( W(0) = 0 \), as

\[
W(t) = \tilde{W}(\Gamma(t)) - \inf_{t \leq s \leq \Gamma(t)} \tilde{W}(s) \geq \tilde{W}(\Gamma(t)) - \inf_{t \leq s < \Gamma(t)} \tilde{W}(s)
\]

see, for example, Harrison [18] for this representation of the workload.

If \( \tilde{E}(1) < 1 \), it is easily shown that

\[
W(t) \Rightarrow W(\infty)
\]

as \( t \to \infty \), where \( W(\infty) \) is a proper random variable. In fact, we can construct a probability space supporting both the process \( W(t) \) and a stationary process \( W^* = (W^*(t) : t \geq 0) \) such that

i.) \( W^*(t) \equiv W(\infty) \) for all \( t \geq 0 \), where \( \equiv \) denotes "equality in distribution";

ii.) \( W^*(t) = (\tilde{W}(\Gamma(t)) - \tilde{W}(\Gamma(0))) \vee L^*(t) \) where \( L^*(t) := -\inf_{0 \leq s \leq t} \tilde{W}(s) \), for \( t \geq 0 \).
our knowledge. For instance, we consider a stationary process \( W \) and a non-stationary process \( W^* \). The goal is to develop an efficient means of estimating \( \alpha(b) = \mathbb{P}(W^*(0) \geq b) \), based on the observed trajectory of the process \( W^* \). In other words, we are concerned with this paper with a special case of the following more general problem:

Given a real-valued stationary process \( X = \{ X(t) : t \geq 0 \} \), estimate \( \alpha(b) = \mathbb{P}(X(0) \geq b) \) from the observed trajectory \( (X(s) : 0 \leq s \leq t) \).

Most of the analysis in this paper will focus on this (more general) estimation problem. In this setting, the most natural estimator of \( \alpha(b) \) is the empirical tail estimator

\[
\hat{\alpha}_1(t; b) = \frac{1}{t} \int_0^t I_{\{X(s) \geq b \}} ds.
\]

Let \( M \) be the set of probability measures on the path space of \( X \) under which \( X \) is stationary and ergodic; for simplicity, in the following discussion we assume that the underlying probability space supporting \( X \) is a path space. An immediate consequence of Birkhoff’s ergodic theorem is the following (strong) consistency result for \( \hat{\alpha}_1(t; b) \):

**Proposition 2.1** If \( \mathbb{P} \in M \), then \( \hat{\alpha}_1(t; b) \to \alpha(b) \) almost surely (a.s.) as \( t \to \infty \) for each \( b > 0 \).

**Remark 2.2** When \( \Gamma \) has stationary ergodic increments then it follows that the stationary version of the workload process \( W \) must necessarily be ergodic as well (cf., for example [22]). It follows from Proposition 2.1 that \( \hat{\alpha}_1(t; b) \) is strongly consistent in the queuing context (where the stationary version of the workload process \( W^* \) plays the role of \( X \)).

However, alternative estimators for the tail probability become pertinent if we have reason to believe that the tail probability may be suitably modeled. In particular, suppose that the tail is asymptotically exponential in the following sense:

**A1.** \( \frac{1}{b} \log \alpha(b) \to -\theta^* \) as \( b \to \infty \)

for \( 0 < \theta^* < \infty \).

**Remark 2.3** In a queuing context, there is a long history of results that offer sufficient conditions for the validity of A1. The earliest such result is the classical Cramer-Lundberg approximation for the tail of the steady-state waiting time distribution associated with the single server queue with “lightailed” renewal inputs; see Asmussen [2] for details. More recently, very general results guaranteeing A1 have been developed by Glynn and Whitt [15] and Duffield and O’Connell [7]. These results include queues in which the input process \( \Gamma \) can exhibit complex dependency structure. Under certain conditions, these results extend from a single node to an entire network, which is a useful model of “real-world” high-speed ATM networks; the reader is referred to Chang [5] for details.

The use of extremal statistics is one means of taking advantage of A1. To illustrate this point, consider a discrete time real-valued stationary sequence \( \{ X_n : n \geq 0 \} \) for which the tail probability satisfies A1. If \( M_n = \max \{ X_j : 0 \leq j \leq n-1 \} \)

and \( F_n(x) \) is the empirical distribution function corresponding to \( \{ X_j : 0 \leq j \leq n-1 \} \), then A1 suggests that

\[
\frac{1}{M_n} \log F_n(M_n^-) \to -\theta^* \quad \text{as } n \to \infty
\]

as \( n \to \infty \), where \( F_n(x) = 1 - F_n(x) \), and \( M_n \) is the largest order statistic, such that \( F_n(M_n^-) = 1/n \). Thus, one might expect that under suitable conditions on the \( X_i \)'s, it ought to be that

\[
M_n \rightarrow \frac{1}{\log n} \quad \text{as } n \to \infty
\]

as \( n \to \infty \), in some suitable sense. As a consequence, we are led to consider the estimator

\[
\hat{\alpha}_2(t; b) = \exp \left( \frac{\theta^* \log t}{M(t)} \right),
\]

where \( M(t) = \sup \{ X(s) : 0 \leq s \leq t \} \). Because A1 asserts only that \( \theta^* \) captures the principal behavior of the logarithm of the probability \( \alpha(b) \), we cannot expect \( \hat{\alpha}_2(t; b) \) to be strongly consistent for \( \alpha(b) \) in general. Instead, we demand that \( \hat{\alpha}_2(t; b) \) satisfy a weaker type of consistency.

**Definition 2.4** We say that \( \hat{\alpha}(t; b) \) is logarithmically consistent for \( \alpha(b) \) if for every (deterministic) function \( h(t) \to \infty \) as \( t \to \infty \), we have that

\[
\lim_{t \to \infty} \frac{\log \hat{\alpha}(t; h(t))}{\log \alpha(h(t))} = 1
\]

as \( t \to \infty \).

Roughly speaking, logarithmic consistency is a reasonable demand to place upon an estimator when only the order of magnitude of the probability is required. Note that assumption A1 only provides a rough measure of the tail decay, i.e., only logarithmic asymptotics of the tail are given. Thus, in some sense, logarithmic consistency is the natural measure of performance to capture this model specification. In the communications networking context, this seems like a reasonable minimal requirement to expect from an estimator.

We now turn to establishing logarithmic consistency for \( \hat{\alpha}_2(t; b) \). Now, given that \( \log \hat{\alpha}(t; b)/\log \alpha(b) = -(\log t/M(t))/h(b) \log \alpha(b) \) it is clear that the only issue remaining here is obtaining conditions that make rigorous the limit theorem \( M(t)/\log t \to 1/\theta^* \) as \( t \to \infty \).

To precisely state the main result here, we let \( M_T \) be the set of probabilities under which \( X = \{ X(T) : t \geq 0 \} \) is a stationary process and classically regenerative with respect to random times \( \{ T_n : n \geq 0 \} \) satisfying \( 0 \leq T(0) < T(1) < T(2) < \cdots \) and in which \( \mathbb{E} T_n < \infty \) for all \( n \geq 1 \), where \( T_n := T(n) - T(n-1) \). By classically regenerative we mean that the cycles \( \{ X(T(j-1) + s) : 0 \leq s < \tau_j \} \) are independent for \( j \geq 0 \), where \( T(-1) = 0 \), and are identically distributed for \( j \geq 1 \).

**Theorem 2.5** Suppose that \( \mathbb{P} \in M_T \) and that under the probability measure \( \mathbb{P} 

i.) \ X \ satisfies A1;

ii.) \ there exists \( s > 0 \) such that

\[
\lim_{b \to \infty} \inf_{t \to \infty} \mathbb{P} \left( \int_0^t I_{\{ X(T(0)+s) > b \}} ds \geq s / \delta_1 > b \right) \geq \epsilon.
\]
Then,
\[
\frac{M(t)}{\log t} \rightarrow \frac{1}{\theta^*} \quad \text{P-a.s.}
\]
as \( t \rightarrow \infty \), and in \( L^p \) for any \( p \in [1, \infty) \).

Proof: We break the proof up into several steps. In the first step we show that the cycle-maximum r.v. has the same tail behavior (in logarithmic scale) as the stationary marginal. The second step reduces the problem of studying the behavior of the maximum value \( M(t) \) to the maximum of a sequence of cycle-maximum r.v.'s, for which the asserted asymptotics are established. Finally, the last step proves the \( L^p \) convergence result. We now turn to the detailed derivation.

1. Let \( \beta_j = \sup \{ X(s) : T(j-1) \leq s < T(j) \} \) be the maximum of \( X \) over the \( j \)'th regenerative cycle. We first show that under the conditions of the theorem,
\[
\frac{1}{b} \log P(\beta_j > b) \rightarrow -\theta^* \quad (2.1)
\]
as \( b \rightarrow \infty \). By the ratio formula for regenerative processes (cf. [2, p. 126]),
\[
P(X(t) > b) = \frac{1}{E_\tau} E \int_0^t I_{X(T(\tau) + s) > b} \, ds .
\] (2.2)
By assumption ii.) in the theorem, and Markov's inequality we have also that
\[
\frac{1}{E_\tau} E \int_0^t I_{X(T(\tau) + s) > b} \, ds \geq \frac{1}{E_\tau} E(\beta_j > b) ,
\]
for sufficiently large \( b \). Hence,
\[
\limsup_{b \rightarrow \infty} \frac{1}{b} \log P(\beta_j > b) \leq \frac{1}{\theta^*} .
\] (2.3)
On the other hand, for \( p > 1 \) and \( q \) such that \( p^{-1} + q^{-1} = 1 \),
\[
\frac{1}{E_\tau} E \int_0^t I_{X(T(\tau) + s) > b} \, ds \leq \frac{1}{E_\tau} E \int_{(1-q)\beta_j > b} \leq \frac{1}{E_\tau} (E \tau)^{1/p} \beta_j^{1/q} (\beta_j > b)
\]
by Hölder's inequality. So, (2.2) yields
\[
\liminf_{b \rightarrow \infty} \frac{1}{b} \log P(\beta_j > b) \geq \frac{1}{\theta^*} .
\] (2.4)
by letting \( p \rightarrow \infty \) and \( q \rightarrow 1 \). Relation (2.1) now follows from (2.3) and (2.4).

2. We now reduce the problem to the study of the maximum of the \( \beta_j \) sequence. Let \( S_n = \sum_{i=1}^n \tau_i \), set \( N(t) = \sup \{ n \geq 1 : S_n \leq t \} \), and let \( M(t) = \sup \{ X(s) : s \in (0,t) \} \). Note that by definition of the stationary workload \( X \) with dynamics following ii.) in the theorem, we have
\[
\frac{M(t)}{\log t} \leq \frac{N(t)}{\log t} \leq \frac{M(t)}{\log t} + \frac{N(t)}{\log t} \beta_j \quad (2.5)
\]
where \( \beta_j := \sup \{ X(s) : 0 \leq s < T(\tau) \} \) is due to the delayed regenerative process, and \( T(\tau) \) has the distribution of the forward recurrence time in the associated stationary renewal process. In particular, \( \beta_j / \log t = o(1) \) a.s. It suffices therefore to prove that the normalized maximum of a random number of copies of \( \beta_j \) converges as asserted. We will do this in two steps.
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i.) Upper bound: We first observe that due to the strong law of large numbers (SLLN) for renewal processes we have that \( N(t,\omega)/t \rightarrow 1/E_\tau \) for \( \text{P} \) almost (a.a.) \( \omega \in \Omega \). Now, for any \( \delta > 0 \) we have
\[
\sum_{n=1}^{\infty} P(\beta_n > ((1+\delta) \log n)/\theta^*) = \sum_{n=1}^{\infty} P(\text{exp}(\theta^* \beta_n / (1+\delta)) > n) 
\]
\[
\leq E \text{exp}(\theta^* \beta_n / (1+\delta)) < \infty ,
\]
where the last step follows since (2.1) implies that \( E \text{exp}(\theta^* \beta_n) < \infty \) for all \( \theta^* < \theta^* \). Thus, \( \beta_n / \log n \rightarrow (1+\delta)/\theta^* \) a.s., for all but finitely many \( n \). Fix an \( \omega \in \Omega \) such that the above holds, and such that \( N(t,\omega)/t \rightarrow 1/E_\tau \). Then, there exists \( K(\omega) \) such that
\[
\frac{N_K(t,\omega)}{\log t} \leq \frac{N(t,\omega)}{\log t} \leq \frac{N_K(t,\omega)}{\log t} + \frac{N_K(t,\omega)}{\log k} .
\]
(2.6)
Since \( \delta > 0 \) is arbitrary, and since \( N(t,\omega)/t \rightarrow 1/E_\tau \), we conclude that for \( \text{P}-\text{a.a.} \omega \in \Omega \)
\[
\limsup_{t \rightarrow \infty} \frac{N(t,\omega)}{\log t} \leq \frac{1}{\theta^*} .
\] (2.7)
i.) Lower bound: Fix \( \delta > 0 \), and observe that
\[
P(\beta_n \leq \frac{((1-\delta) \log n)}{\theta^*}) = \text{P}^\omega(\beta_n \leq ((1-\delta) \log n)/\theta^*) 
\]
\[
\leq \text{exp}(-n^\delta P(\beta_n > ((1-\delta) \log n)/\theta^*)) 
\]
\[
\leq \text{exp}(-n^\delta) .
\]
where the last step used again (2.1). Thus, \( \text{P}^\omega(\beta_n \log n \geq (1-\delta) / \theta^* \) for all but finitely many \( n \). Since \( \delta > 0 \) is arbitrary
\[
\liminf_{n \rightarrow \infty} \frac{\beta_n}{\log n} \geq \frac{1}{\theta^*} \quad \text{P-a.s.}
\] (2.8)
To extend this to the case where \( n \) is random, we use again the SLLN for renewal processes. Specifically, fix \( \omega \in \Omega \) such that \( N(t,\omega)/t \rightarrow 1/E_\tau \). Now, fix \( \delta > 0 \) sufficiently small. Then, for \( t \geq K(\omega) \), say, it follows that \( N(t,\omega)/t \rightarrow 1/E_\tau \). This in turn implies that
\[
\frac{N(t,\omega)}{\log t} \leq \frac{N(t,\omega)/t}{\log t} \leq \frac{1}{\theta^*} .
\]
for \( t \geq K(\omega) \). But according to (2.7) for \( t \geq K(\omega) \), say, it holds that \( V^{n(t,\omega)} \beta_n / \log t \geq 1/\theta^* \). Thus, it follows that for \( \text{P} \) a.a. \( \omega \)
\[
\liminf_{t \rightarrow \infty} \frac{\beta_n}{\log t} \geq \frac{1}{\theta^*} \quad \text{P-a.s.}
\] (2.8)
which concludes the derivation of the lower bound. Putting together (2.8) and (2.6) with (2.5) in Step 1 concludes the proof that \( M(t)/\log t \rightarrow 1/\theta^* \) almost surely.
To prove the $L^p$ convergence, it suffices to show that $\{E(M(t)/\log t)^p\}_{p \geq 1}$ is a uniformly integrable family of r.v.'s. To that extent, it suffices to prove that for all $p \geq 1$, $\sup_{t \geq 0} E(M(t)/\log t)^p < \infty$. Recall that $T(0)$ denotes the time of the first renewal in the delayed renewal process. Then,

$$\mathbb{E}\left[\frac{M(t)}{\log t}\right]^p \leq \mathbb{E}\left[\frac{M(T(0))}{\log t}\right]^p + \mathbb{E}\left[\frac{\beta_1}{\log t}\right]^p,$$

where $M(T(0)) = \sup\{X(s) : s \in [0, T(0))\}$. We first deal with the second term on the right-hand side. Define

$$K_1 = \inf\left\{y > 0 : \frac{\log \beta_1 - x}{x} \leq \frac{\theta^*}{2}, \forall x \geq y \right\}$$

and note that $K_1 < \infty$ follows from assumption A1 and (2.1). Finally, set $K = \max\{K_1, 1/\theta^*\}$. Then,

$$\mathbb{E}\left[\frac{\sqrt[1]{\beta_1}}{\log t}\right]^p \leq \frac{1}{K_1} \int_0^\infty \frac{\log \beta_1}{\log t} \left(\int_{K_1}^1 \beta_1 \geq y \log t\right) dy$$

$$\leq C_1 + \int_0^\infty \frac{\log \beta_1}{\log t} \left(\int_{K_1}^1 \beta_1 \geq y \log t\right) dy$$

$$\leq C_1 + \int_0^\infty \frac{\log \beta_1}{\log t} \left(\int_{K_1}^1 \beta_1 \geq y \log t\right) dy$$

where the first inequality follows from the union bound, and (a) and (b) follow from the choice of $K$, and $C_1 = K^p.$

Turning our attention to the first term on the right-hand side, by ergodicity of $X$ we can appeal to a “path” version of the regenerative ratio formula (see, e.g., [12]). In particular, with $M(T(0)) = \sup_{x \in (0, T(0)]} X(t)$ we have that

$$\mathbb{E}^*\left[\frac{M(T(0))}{\log t}\right]^p = \mathbb{E}^*\left[\frac{\sup_{x \in (0, T(0)]} X(t)}{\log t}\right]^p.$$

where $\mathbb{E}^*\{\cdot\}$ and $\mathbb{E}^\prime\{\cdot\}$ denote expectation w.r.t. the stationary, and zero delayed versions of $X$ respectively. Thus,

$$\mathbb{E}^*\left[\frac{M(T(0))}{\log t}\right]^p \leq \frac{1}{\mathbb{E}^\prime\{\beta_1\}} \mathbb{E}^\prime\left[\frac{\beta_1}{\log t}\right]^p$$

and by assumption $\mathbb{E}^\prime\{\cdot\}$ is finite for all $q \geq 1$, and (2.1) ensures the same is true for $\beta_1$. This concludes the proof. □

**Corollary 2.6** Under the conditions of Theorem 1 $\hat{\alpha}_2(t; b)$ is logarithmically consistent for $\alpha(b)$.

**Remark 2.7** From Theorem 2.5 it follows straightforwardly that if $X$ is a discrete-time sequence satisfying A1, then $\hat{\alpha}_2(t; b)$ is logarithmically consistent for $\alpha(b)$ over the class of probability measures $\mathcal{M}_2$. The waiting time sequence associated with the single server queue typically satisfies the conditions of Theorem 2.5. For example, if the queue has i.i.d. inter-arrival times and i.i.d. processing times (with finite moment generating function in a neighborhood of the origin and with the mean processing time strictly less than the mean of the inter-arrival time), then A1 is generally satisfied, and $\mathbb{E}T_i^p < \infty$ for all $p \geq 1$, is guaranteed to occur; see, e.g., Gut [17].

Hypothesis ii.) asserts that conditional on the process $X$ hitting level $b$ over a cycle, the process $X$ spends a uniformly positive amount of time over that level within a cycle. This type of behavior is typical of queues whose service rate does not depend on the number of customers in the queue. In particular, in great generality one may expect a conditional weak convergence of the following form

$$\mathbb{P}\left(\int_0^T I_{X(T(0) + t) > b} ds \in [b_1, b_2] \bigg| \beta_1 > b\right) \sim \mathbb{P}(Z \in \cdot)$$

as $b \to \infty$, with $Z$ a positive random variable. See Section 3 and 5 for related, and more explicit, computations. Related results on weak convergence of extremal statistics in regenerative processes can be found in [24], while almost sure results in the i.i.d. context are derived in [10]; see also [8, 33.5] for a recent survey.

We next turn to consideration of other models for the tail probability $\alpha(b)$. In particular, suppose that $\alpha(b)$ decays, roughly speaking, as a power of $b$.

$$A2. \quad \frac{\log \alpha(b)}{\log b} \to -\theta^* \quad \text{as} \quad b \to \infty$$

for $0 < \theta^* < \infty$. In this setting, an argument similar to the one following A1 suggests that we may expect

$$\frac{\log M(t)}{\log t} \to \frac{1}{\theta^*}$$

as $t \to \infty$. This suggests that in the presence of $A2$, we ought to consider the tail probability estimator

$$\hat{\alpha}_2(t; b) = b^{-\log \alpha(t)/\log M(t)}.$$

The logarithmic consistency of $\hat{\alpha}_2(t; b)$ as an estimator of $\alpha(b)$ requires precisely that we verify (2.9).

**Theorem 2.8** Suppose that $\mathbb{P} \in \mathcal{M}_2$ and that under the probability measure $\mathbb{P}$:

i.) $X$ satisfies A2;

ii.) there exists $\epsilon > 0$ such that

$$\lim_{b \to \infty} \mathbb{P}\left(\int_0^T I_{X(T(0) + t) > b} ds \geq \epsilon \bigg| \beta_1 > b\right) \geq \epsilon \ .$$

Then,

$$\frac{\log M(t)}{\log t} \to \frac{1}{\theta^*} \quad \mathbb{P} \quad \text{a.s.}$$

as $t \to \infty$, and in $L^p$ for any $p \in [1, \infty]$. The proof is similar to that of Theorem 2.5 and is omitted for brevity.

Thus, Theorem 2.8 provides an a.s. extremal result for real-valued regenerative processes with a Pareto-like stationary marginal distribution. It covers, for example, i.i.d. sequences in discrete time having power law tails, and basically establishes
the logarithmic consistency over $M_2$ for discrete time regenerative processes. But, unfortunately, the result is not typically applicable to queueing problems. The difficulty is that a "fat tail" in the marginal stationary distribution of the queue goes hand-in-hand with a "fat tailed" cycle length, $\tau_1$. Consequently, for a queue satisfying A2, it generally is false that $\mathbb{E}[\tau_1^p] < \infty$ for all $p \geq 1$. Thus, when A2 holds in the queueing setting, $\mathbb{P}$ is typically not a member of $M_2$. In fact, the conclusions of Theorem 3 do not generally hold in queues. Rather, one may expect that
\[
\frac{\log M(t)}{\log t} \sim \frac{1}{\theta^* + 1} \quad \text{a.s.,}
\]
as $t \to \infty$. The reason for this behavior is that under suitable conditions on the queue (e.g., single-server queue with renewal input and sub-exponential processing times), the tail of $\beta_1 := \sup \{X(s) : s \in [0, \tau_1]\}$ is lighter in logarithmic scale than $\alpha(b)$; see Asmussen [3] for further details. In particular, when A2 holds for the waiting time sequence marginal, we may expect
\[
\mathbb{E}[\beta_1 > b] / \log b = - (\theta^* + 1) \quad \text{as} \quad b \to \infty.
\]

Example 2.9 Consider the GI/G/1 queue, when the associated random walk has increments $X_i$ such that $F(x) := \mathbb{P}(X_1 > x) \sim L(x) \exp(-\theta x)$ with $\theta^* > 1$ and where $L(x)$ is a slowly varying function. Then, it is well known that the stationary version of the waiting time sequence $(W_n^*: n \geq 0)$ has
\[
\mathbb{P}(W_n^* > x) \sim \frac{1}{\mathbb{E}[X]} \int_x^{\infty} F(y) \, dy
\]
see, e.g., [3]. On the other hand, Heath, Samorodnitsky, and Resnick [19] have shown recently that
\[
\mathbb{P}(\beta_1 > b) \sim \mathbb{E}[F(x)].
\]
A simple calculation shows that the tail of the stationary marginal is one power "heavier" than that of the cycle maximum.

The previous discussion suggests that in the presence of such queuing structure, the estimator $\delta_3(t; b)$ should be modified to
\[
\delta_3'(t; b) = b^{-(\log t / \log M(t))},
\]
in the interests of compactness, we conclude this section with an a.s. extremal result in the context of Weibull-type stationary tails.

Theorem 2.10 Suppose that $P \in M_2$ and that under the probability measure $P$:

i.) there exist positive finite constants $\gamma$ and $\theta^*$ such that
\[
\frac{\log \alpha(b)}{b^{\gamma}} \to - \theta^*
\]
as $b \to \infty$;

ii.) there exists $\varepsilon > 0$ such that
\[
\lim_{b \to \infty} \mathbb{P}\left( \frac{1}{\gamma} \int_0^{\infty} \mathbb{P}(X(t+\varepsilon) > b) \, dt \geq \varepsilon | \beta_1 > b) \right) \geq \varepsilon,
\]
Then,
\[
\frac{\log M(t)}{\log t} \sim \left( \frac{1}{\theta^*} \right)^{1/\gamma} \quad \text{a.s.}
\]
as $t \to \infty$, and in $L^p$ for any $p \in [1, \infty)$.

3 Rates of convergence

The most important class of queueing models for which extremal estimators appear relevant is the class of processes for which the marginal tail probabilities satisfy A1. In this section, we consider rates of convergence for the extremal estimators of Section 2 in the setting of such exponential-type tail models.

We start by stating a general result for regenerative processes that can be expected to cover a broad class of queueing systems. Let $M_2$ be the class of probabilities under which $X$ is stationary and classically regenerative with regeneration times $0 < T(0) < T(1) < T(2) < \cdots$, with $X_\tau \to \infty$. In what follows we write $f(t) = \Theta(\theta(t))$ if $[f(t)/\theta(t)]$ is bounded above and below by finite constants, as $t \to \infty$.

Theorem 3.1 Suppose that $P \in M_2$ and that under the probability measure $P$:

i.) $\log \alpha(b) = - \theta^* b + O(1)$ as $b \to \infty$ for $0 < \theta^* < \infty$;

ii.) $E[\int_0^t \mathbb{P}(X(t+\varepsilon) > b) \, dt | \beta_1 > b] = \Theta(1)$.

Then,
\[
\frac{M(t)}{\log t} \sim \frac{1}{\theta^*} + O_P\left( \frac{1}{\log t} \right)
\]
as $t \to \infty$.

Proof The assumption combined with an application of the regenerative ratio formula easily yield
\[
\log \mathbb{P}(\beta_1 > b) = - \theta^* b + O(1).
\]
Now, recall that standard convergence of types theory for extremes asserts that for $\{X_i\}$ a sequence of i.i.d. r.v.'s with $\mathbb{P}(X_1 > x) \to \eta \exp(-\theta^* x)$ one has
\[
\theta^* \max_{i \leq n} X_i - \log n - \log \eta \to Z,
\]
where $Z$ has a Gumbel or type I distribution, i.e., $\mathbb{P}(Z \leq x) = \exp(-e^{-x})$, $x \in \mathbb{R}$. The "coarser" tail asymptotic that we assume in i.), resulting in (3.1), does not allow us to conclude weak convergence for the scaled and translated maximum value, however a simple calculation shows that it is sufficient for the asserted rate of convergence in i.) not to hold. The limit in (3.1) together with an application of Lemma 1.1 in [3] complete the proof for the regenerative case. $\square$

Remark 3.2 Hypothesis i.) of Theorem 3.1 is known to hold in a wide variety of queueing settings. For example, the Cramér-Lundberg exact asymptotic guarantees 1.) in the context of the stationary waiting time sequence of the single-server queue fed by renewal input; see [2], p. 269. A similar exact asymptotic is known for
the stationary workload of the same queue. As for ii.), the amount of time spent by a queue above level \( b \), conditional on attaining level \( b \), is typically \( \Theta(1) \) in \( b \), due to the random walk structure implicit in queues. For a related calculation, see the proof of Theorem 7.5.1 of Glynn and Torres [13].

Evidently, Theorem 3.1 implies that the rate of convergence at which the ratio \( \log \alpha_b(t) / \log \alpha(0) \) tends to one (i.e., the rate at which logarithmic consistency is attained) is very slow, namely \((\log t)^{-1} \) in the observed time horizon \([0, t]\). The slow rate is at least in part a consequence of the fact that we are demanding logarithmic consistency over an extremely broad class of models, namely all models satisfying the hypotheses of Theorem 2.5. An obvious competing estimator, which we now study in further detail, is \( \hat{\alpha}_n(t) \), namely the empirical tail estimator.

We shall study this estimator in a specific model setting, namely that of a single-server queue with first-serve first-queue discipline, i.i.d. inter-arrival times \((U_i : i \geq 0)\) and independent i.i.d. processing times \((V_i : i \geq 0)\). Let \( \xi_i = V_i - U_{i+1} \) and assume that the \( \xi_i \)'s are bounded, non-lattice r.v.'s for which there exists \( \sigma^* > 0 \) satisfying the equation \( E \exp(\sigma^* \xi_i) = 1 \). To avoid trivialities, we impose \( P(\xi_i > 0) > 0 \). Under the above conditions it is well known that there exists a stationary version of the waiting time sequence and \( \alpha(b) = \frac{P(W_{\infty} > b)}{b} \) satisfies the hypotheses of Theorem 3.1. A key to our analysis is the following compound Poisson limit theorem for the single server queue's waiting time sequence. For a heuristic explanation of this limit theorem see [1], while a more rigorous statement in the context of regenerative processes is given in [24, Theorem 6.1]. We note however that the conditions appearing in [24, Theorem 6.1] require verification, which in itself constitutes much of the proof below.

**Proposition 3.3** Suppose that \( n_0 \rightarrow \infty \) so that \( n_0 \exp(-\sigma^* h) \rightarrow \eta \) for some \( \eta \in (0, \infty) \) as \( b \rightarrow \infty \). Under the above conditions on \((W_n : j \geq 0)\), there exists a non-zero r.v. \( \tilde{Z} \) such that

\[
\sum_{j=0}^{n_0-1} I_{[W_n > j]} \Rightarrow CP(\lambda; \tilde{Z})
\]

as \( b \rightarrow \infty \). Here \( CP(\lambda; \tilde{Z}) \) is a compound Poisson r.v. that can be represented as \( \sum_{j=1}^{N} Z_j \) with \( N \) a Poisson r.v. with mean \( \lambda = \eta \beta / E_1 \) \((\beta_0 = 0\) is an explicit constant, that is identified explicitly) and \( Z_1, Z_2, \ldots \) is an independent sequence of i.i.d. copies of \( Z \). The distribution of \( \tilde{Z} \), the compounded r.v., is given in terms of its Laplace-Stieltjes transform in (3.7).

**Proof** Let \( T(n) = \inf\{m > T_{n-1} : W_m = 0\} \) for \( n \geq 1 \), and \( T_1 := T_1 - T_{n-1} \). Note that \( T(0) \) is the duration of the first (delayed) cycle. Put \( \ell(n) = \sup\{k \geq 0 : \ell(k) \leq n\} \), so that \( \ell(n) \) counts the number of completed regenerative cycles in \([0, n]\). Also, let \( S_n = \sum_{i=1}^{n} \xi_i \) with \( S_0 = 0 \) be the random walk associated with \( W \) in \([0, n]\). In what follows we will use \( n = n_0 \) to represent the sample size, suppressing the index \( b \) for clarity, where no confusion arises. The proof proceeds by first observing that

\[
\sum_{i=1}^{n_0-1} Z_i(b) \leq \sum_{j=0}^{n_0-1} I_{[W_n > j]} \leq Z_0(b) + \sum_{i=1}^{n_0-1} Z_i(b)
\]

with \( \{Z_i(b)\}_{i \geq 1} \) a sequence of independent copies of \( Z_i(b) = \sum_{j=0}^{n_0-1} I_{[\xi_j \geq 1]} \), since \( W \) is identical to the random walk \( S \) until time \( \tau := T_1 \). Now, noting that \( Z_0(b) \leq T(0)\), we have

\[
\sum_{i=1}^{n_0-1} Z_i(b) = \sum_{i=1}^{n_0-1} Z_i(b) + Z_0(b) \leq Z_0(b) + T(0)\max\{W_n : 0 \leq j \leq T(0)\} > b
\]

is satisfied, we have that \( \sum_{i=1}^{n_0-1} Z_i(b) \rightarrow CP(\lambda; \tilde{Z}) \), a compound Poisson process. Establishing the latter, together with an application of the converging together lemma will conclude the proof. We now proceed to verify this asymptotic, and identify explicitly the rate \( \lambda \) and compounding distribution of \( \tilde{Z} \) that together characterize the weak limit. We break the proof up into several steps.

**Step 1.** The first step establishes that instead of the random time \( \ell(n) \) one can consider \( \ell(n) = n E_1 \). We now make this statement rigorous. Fix \( \epsilon > 0 \). Then on the event \( A = \{\omega : E_\omega(n) / n - 1 / E_1 \leq \epsilon\} \) we have

\[
\sum_{i=1}^{n/E_1} Z_i(b) \leq \sum_{i=1}^{n/E_1} Z_i(b) + E_n(b) \leq \sum_{i=1}^{n/E_1} Z_i(b)
\]

with \( E_n(b) \) the error term arising from the approximation of \( E_\omega(n) \) on the event \( A \). Fix \( x \in \mathbb{R}_{+} \) so that

\[
P \left( \sum_{i=1}^{n/E_1} Z_i(b) \leq x \right) = P \left( \sum_{i=1}^{n/E_1} Z_i(b) \leq x, \left| \frac{E_\omega(n)}{n} - 1 / E_1 \right| \leq \epsilon \right) + P \left( \sum_{i=1}^{n/E_1} Z_i(b) \leq x, \left| \frac{E_\omega(n)}{n} - 1 / E_1 \right| > \epsilon \right)
\]

\[
= P \left( \sum_{i=1}^{n/E_1} Z_i(b) + E_n(b) \leq x, \left| \frac{E_\omega(n)}{n} - 1 / E_1 \right| \leq \epsilon \right) + o(1)
\]

\[
= P \left( \sum_{i=1}^{n/E_1} Z_i(b) + E_n(b) \leq x \right) - P \left( \sum_{i=1}^{n/E_1} Z_i(b) \leq x, \left| \frac{E_\omega(n)}{n} - 1 / E_1 \right| > \epsilon \right) + o(1)
\]

\[
= P \left( \sum_{i=1}^{n/E_1} Z_i(b) \leq x \right) + o(1)
\]

where \( o(1) \) is defined as \( o(1) \) if \( o(1) \rightarrow 0 \) as \( n \rightarrow \infty \); these terms equaling \( o(1) \) follows from the SLLN for renewal processes. Thus, the problem is reduced to considering a deterministic number of summands, and (a random) error term.

**Step 2.** This step derives the weak limit of \( \sum_{i=1}^{n/E_1} Z_i(b) \). Fix \( s > 0 \). Then

\[
\phi_n(s) := E \exp \left( -s \sum_{i=1}^{n/E_1} Z_i(b) \right) = \left( E \left[ e^{-s \xi_i} ; \xi_i > b \right] + 1 - P(\xi_i > b) \right)^{n/E_1}
\]

\[
= \left( 1 + P(\xi_i > b) \left[ E \left[ e^{-s \xi_i} ; \xi_i > b \right] / P(\xi_i > b) - 1 \right] \right)^{n/E_1}
\]

(3.3)
where $\beta_1 = \max(S_0, S_1, \ldots, S_{n-1})$. The main effort is to show that for each fixed $s > 0$

$$
E \left[ e^{-sT(b)} ; \beta_1 > b \right] \sim h(s) \exp(-\theta^* b) .
$$

(3.4)

The reader may now notice that with (3.4), and (3.3) it is clear that $\varphi_0(s) \sim \varphi(s)$ as $b \to \infty$, under the premise that $n_0 \exp(-\theta^* b) \to \eta$. The limit $\varphi(s)$ will be identified in the sequel as the Laplace-Stieltjes transform of a compound Poisson distribution function.

The key step in our approach is to establish (3.4). We now define a change-of-measure on the paths of the random walk $(S_n : n \geq 0)$. To be precise, for $b > 0$, let $T(b) = \inf\{n \geq 0 : S_n \geq b\}$, and define the measure $\tilde{\mathbb{P}}$ via the identity

$$
E[\xi ; T(b) < \infty] := E(\xi \exp(-\theta^* S_{T(b)}) ; T(b) < \infty)
$$

for all non-negative r.v.'s $\xi$. It follows that

$$
E[\xi ; T(b) < \infty] := \tilde{\mathbb{E}}[\xi \exp(-\theta^* S_{T(b)}) ; T(b) < \infty].
$$

Consequently,

$$
\tilde{\mathbb{E}} \left[ e^{-sT(b)} ; \beta_1 > b \right] =
\tilde{\mathbb{E}} \left[ \exp \left( -s \sum_{j=0}^{T(b) - 1} I(S_j \geq b) \right) \exp(-\theta^* S_{T(b)}) ; T(b) < \tau_1, T(b) < \infty \right]
= \exp(-\theta^* b) \tilde{\mathbb{E}} \left[ G(S_{T(b) - 1} ; b) \exp(-\theta^* S_{T(b) - 1}) ; T(b) < \tau_1 \right]
$$

(3.5)

with $g(x ; b) := E(\exp(-s \sum_{j=0}^{T(b) - 1} I(S_j \geq b)) | S_0 = x)$, and $T(b) = \inf\{n \geq 0 : S_n \geq b\}$ for $-b \leq 0$. It is a well known fact that under the "twisted" distribution $\tilde{\mathbb{P}}(\xi \in dx) = \exp(-\theta^* x)P(\xi \in dx)$ the random walk will have positive "drift" for $0 \leq \tau \leq T(b)$, and thus $T(b) < \infty$ a.s. Subsequently to crossing level $b$ the random walk has the original (negative) drift away, under $\tilde{\mathbb{P}}$, thus $\tau_1 < \infty$ a.s. Now, bounded convergence guarantees that

$$
g(x;b) \uparrow g(x) := \mathbb{E} \left[ \exp \left( -s \sum_{j=0}^{T(b) - 1} I(S_j \geq b) \right) \right] | S_0 = x
$$

as $b \to \infty$. In addition, $\mathbb{I}(T(b) < \tau_1) \uparrow \mathbb{I}(\tau_1 = \infty)$, and under the non-lattice hypothesis on $\xi$, the "overshoot" $\Psi(b) = S_{T(b)} - b \Rightarrow \Psi(\infty)$ as $b \to \infty$ (see, e.g., [2, p. 168]). Now, note that $(\Psi(b))$ is a uniformly bounded family of r.v.'s since by assumption $\xi \leq K$ for some $K \in \mathbb{R}^+$. Also, since $g(x;b), g(x) \leq 1$ for all $x$, $b$, it follows that $g(x;b) \rightarrow g(x)$ uniformly on $[0, K]$, as $b \to \infty$. Combining these statements we observe that $g(\Psi(b); b) - g(\Psi(\infty)) \rightarrow 0$ a.s. as $b \to \infty$. Thus, we can substitute $g(\Psi(b))$ for $g(\Psi(b); b)$ in (3.5). In addition, observe that

$$
g(\Psi(b)) \exp(-\theta^* \Psi(b)) \Rightarrow g(\Psi(\infty)) \exp(-\theta^* \Psi(\infty))
$$

since $g(\cdot)$ is non-decreasing and thus has at most a countable number of discontinuities, and since $\Psi(\infty)$ is a continuous r.v. (see, e.g., [2, p. 168]). Bounded convergence theorem and Stein's Lemma (cf. [2, p. 271]) are used to conclude that

$$
\tilde{\mathbb{E}} \left[ g(\Psi(b)) \exp(-\theta^* \Psi(b)) ; T(b) < \tau_1 \right] \rightarrow \tilde{\mathbb{E}} \left[ g(\Psi(\infty)) \exp(-\theta^* \Psi(\infty)) \right] \tilde{\mathbb{P}}(\tau_1 = \infty)
$$

as $b \to \infty$. Going back to (3.5) we conclude that

$$
\tilde{\mathbb{E}} \left[ e^{-sT(b)} ; \beta_1 > b \right] \sim \exp(-\theta^* b) h(s)
$$

with

$$
h(s) = \tilde{\mathbb{E}} \left[ \mathbb{E}(\exp(-s \mathbb{Z}(\infty))) | S_0 = \Psi(\infty) \right] \exp(-\theta^* \Psi(\infty)) \tilde{\mathbb{P}}(\tau_1 = \infty)
$$

(3.6)

and $\mathbb{Z}(\infty) = \sum_{j=0}^{\infty} \mathbb{I}(S_j > b)$. Now, for the GI/G/1 queue it is well known (cf. Iglehart [21]) that

$$
\mathbb{P}(\beta_1 > b) \sim C_\infty \exp(-\theta^* b)
$$

with $C_\infty := \mathbb{E}(\tau_1 = \infty)$ and $c = \tilde{\mathbb{E}}(\exp(-\theta^* \Psi(\infty)))$. Then, by choice of $n_0 \sim \eta \exp(-\theta^* b)$ we have following (3.3) that

$$
\varphi_0(s) \supset \exp \left[ -\frac{\eta C_\infty}{\mathbb{E}(\tau_1)} \left( 1 - \frac{h(s)}{C_\infty} \right) \right]
$$

as $b \to \infty$. Moreover, a closer inspection reveals that the limit is continuous from the right at $s = 0$, thus the limit is a Laplace transform of a bona fide distribution function, which by inspection is compound Poisson with rate $\lambda = \eta C_\infty / \mathbb{E}(\tau_1)$ and compounding distribution that has Laplace transform

$$
L(s) = \frac{h(s)}{C_\infty} = \tilde{\mathbb{E}} \left[ \mathbb{E}(\exp(-s \mathbb{Z}(\infty))) \exp(-\theta^* \Psi(\infty)) \right] \exp(-\theta^* \Psi(\infty))
$$

(3.7)

following the expression derived for $h(s)$ in (3.4).

3'. We have just shown that

$$
\sum_{i=1}^{n_0} Z_i(b) \Rightarrow \mathbb{C}(\lambda ; \tilde{Z})
$$

that is, the weak limit is compound Poisson with compounding random variable $\tilde{Z}$ characterized via its Laplace-Stieltjes transform $L(s)$. The same reasoning applies to the lower and upper bounds in (3.2). Combining steps 1' and 2', sending $\varepsilon \downarrow 0$ and using the continuity of the distribution function $\mathbb{C}(\lambda ; \tilde{Z})$ gives

$$
\sum_{j=0}^{n_0 - 1} \mathbb{I}(W_j > b) \Rightarrow \mathbb{C}(\lambda ; \tilde{Z})
$$

which proves the result.

With Proposition 3.3 in hand, we can establish the following result.

Theorem 3.4 Under the conditions of Proposition 3.3 we have the following:

i) if $n_0 \exp(-\theta^* b) = o(1)$ as $b \to \infty$ then

$$
n_0 \mathbb{P}(n_0 ; b) \Rightarrow 0
$$

as $b \to \infty$;
ii.) If \( n_b \exp(-b^*b) \rightarrow \eta \in (0, \infty) \) as \( b \rightarrow \infty \), then
\[
\frac{\log \hat{a}_1(n_b;b)}{\log \alpha(b)} = 1 + O_p \left( \frac{1}{b} \right)
\]
as \( b \rightarrow \infty \);

iii.) If \( n_b \exp(-b^*b) \rightarrow \infty \) as \( b \rightarrow \infty \) then there exists a constant \( c \in (0, \infty) \) such that
\[
(n_b \exp(-b^*b))^{1/2} \left( \frac{\hat{a}_1(n_b;b)}{\alpha(b)} - 1 \right) \Rightarrow c^{1/2} N(0,1)
\]
as \( b \rightarrow \infty \).

**Remark 3.5** Note that in case iii.) if \( n_b \approx \exp((b^* + c)b) \) then
\[
\frac{\log \hat{a}_1(n_b;b)}{\log \alpha(b)} = 1 + O_p \left( c^{-1} \right).
\]
Thus, the critical growth rate, \( \exp(b^*b) \), of the observation window \( n_b \) defines the breakdown of (log) consistency on the one hand, but on the other asserts that in the regime where the estimator is log-consistent, the rate of convergence is very rapid.

**Proof** Parts i.) and ii.) of Theorem 3.4 follow immediately from Proposition 3.3. For part iii.) we appeal to Theorem 7.5.2. of Glynn and Torres [13].

Theorem 3.4 asserts that \( a_1(n_b;b) \) is not logarithmically consistent for \( \alpha(b) \) when \( n_b = o(\exp(b^*b)) \) as \( b \rightarrow \infty \). In other words, if one is estimating the order of magnitude of a buffer overflow probability from an observed time horizon \( [0, n_b] \) where \( n_b \) is not enormous (i.e., \( n_b = o(\exp(b^*b)) \)), the extremal estimator is superior to the empirical tail estimator \( \hat{a}_1(n_b;b) \). On the other hand, if one has available an enormous amount of data (i.e., \( n_b \gg \exp(b^*b) \)), then the empirical estimator's superior convergence rate (see Theorems 3.1 and 3.4) suggests the use of \( a_1(n_b;b) \) in preference to the extremal estimator \( \hat{a}_1(b) \).

At an intuitive level, the reason that the extremal estimator is better suited for "small sample size" data is that it takes explicit advantage of the assumed tail behavior of the marginal distribution of \( X \). In fact, one may consider this estimator semi-parametric in that respect, as opposed to the non-parametric counterpart. Moreover, the presence of a model for the tail probability allows us to extrapolate the loss probabilities out to buffer sizes \( b \) for which no losses have yet been observed.

The discussion above suggests an obvious extrapolation-based alternative to the extremal estimator, based not on the observed maximum but on the observed empirical tail probability. In particular, note that for \( \gamma > 0, A1 \) suggests that \( \alpha(b) \approx \alpha(\gamma)^b \) for \( b \rightarrow \infty \). Hence, an alternative tail probability estimator under the model \( A1 \) for the marginal tail is just
\[
\hat{a}_3(b) = \hat{a}_1(t;\gamma(t))^{\theta(\gamma(t))},
\]
where \( \gamma(t) = t \) is non-decreasing deterministic function of the observed time horizon \( t \).

**Theorem 3.6** Under the conditions of Theorem 3.1, \( \hat{a}_3(b) \) is logarithmically consistent for \( \alpha(b) \) if \( \gamma(t) \) is selected so that \( \gamma(t) \uparrow \infty \) and \( t \exp(-\theta^*\gamma(t)) \rightarrow \infty \).

**Proof** Suppose \( b(t) \rightarrow \infty \) as \( t \rightarrow \infty \). Then,
\[
\frac{\log \hat{a}_2(t;\gamma(t))}{\log \alpha(b(t))} = \frac{\hat{a}_1(t;\gamma(t))}{\gamma(t)^{-\theta^*\gamma(t)\left(1 + o(1)\right)}} = \frac{\hat{a}_1(t;\gamma(t))}{\log \alpha(\gamma(t)\left(1 + o(1)\right))} \rightarrow 1
\]
as \( t \rightarrow \infty \), where we used part ii.) of Theorem 3.4 for the last step.

**Remark 3.7** One obvious variation on the above theme is to fix a finite collection of positive real numbers \( \{b_i\} \) and correspondingly form \( \alpha_i = (b_i)^{-1} \log \hat{a}_1(b_i) \). One can then form an estimator of the buffer overflow for buffer level \( b \) by judicious choice of the \( b_i \)'s, and by taking an (possibly weighted) average of the \( \alpha_i \)'s. The behavior of this estimator will be qualitatively identical to that of the extrapolation estimator studied in Theorem 3.6. In particular, the convergence rate will be no better than that of the extrapolation estimator. However, it is possible that the above estimator may affect multiplicative constants in the convergence rate.

Because \( \hat{a}_1(t;\gamma(t)) \) obeys a central limit theorem (CLT) with an associated convergence rate that is typically faster than that of \( \hat{a}_3(b) \), one expects that the extrapolation-based empirical tail estimator \( \hat{a}_3(b) \) will generally be superior to the extremal estimator \( \hat{a}_3(b) \) that we have proposed. It should be noted, however, that the extremal estimator \( \hat{a}_3(b) \) is very easily implemented. In particular, it does not require the specification of "tuning parameters" like \( \gamma(t) \).

We close this section with a brief description of a related, but different, estimation problem. Suppose that we are interested not in estimating steady state tail probabilities but in predicting the extremal behavior of the process \( X \) over a long time interval. In particular, we wish to estimate \( P(M(t) \leq \nu) \) for large \( t \), based on observing \( X \) over \( [0, \bar{t}] \). When the process is regenerative, note that
\[
P(M(t) \leq \nu) = P(M(\bar{t}) | t) \leq \nu) = \nu \quad \text{for } \nu \rightarrow \infty
\]
uniformly in \( t \), where \( M(t) := \max \{ X_i : 1 \leq i \leq t \} \); see [3, Lemma 1]. Suppose we observe \( X \) over \( n \) cycles. Then, we may form the empirical distribution of the \( M(t) \), namely
\[
G_n(x) = 1 - \frac{1}{n} \sum_{i=1}^{n} I[M(t) \leq x] .
\]
Given that \( P(M(t) \leq \nu) = P(M(t) \leq \nu)^1 \), a natural estimator for \( P(M(\bar{t}) \leq \nu) \) is therefore
\[
G_n(x)^{1/n_t}
\]
where \( n_t := n - \sum_{i=1}^{n_t} \tau_i \).

The following result gives conditions under which the above estimator predicts the extremal behavior of \( X \) over \( [0, \bar{t}] \).

**Proposition 3.8** Suppose that \( X \) is a classically regenerative process for which
\[
E[\tau_1^2] < \infty, \quad \text{and let } \nu_t \text{ be given sequence of positive real numbers. If } c_n \rightarrow \infty \text{ in such a way that } \sup_{t \rightarrow \infty} c_n P(\tau_t > \nu_t) < \infty \text{ and } c_n/n = o(1) \text{ as } n \rightarrow \infty, \text{ then}
\]
\[
\frac{G_n(\nu_t)}{c_n/n_t} \rightarrow 1
\]
as \( n \rightarrow \infty \).
Proof Since \( c_n \to \infty \), \( P(M(c_n) \leq \nu_n) - P(\beta_1 > \nu_n)^{c_n/(c_n)} \to 0 \) as \( n \to \infty \). But,
\[
P(\beta_1 \leq \nu_n)^{c_n/(c_n)} = \exp \left( \frac{c_n}{E_1} \log(1 - P(\beta_1 > \nu_n)) \right)
\]
\[
= \exp \left( - \frac{c_n}{E_1} P(\beta_1 > \nu_n) + o(1) \right),
\]
where we have used the fact that \( \lim_{n \to \infty} c_n P(\beta_1 > \nu_n) < \infty \) in the last step.

Set \( G_n(x) = 1 - G_n(x) \), and \( G(x) = P(\beta_1 > x) \), \( G(x) = 1 - G(x) \). Fix \( \epsilon > 0 \) and note that Chebychev’s inequality implies that there exists \( x = x(\epsilon) \) such that
\[
P\left( \left| G_n(\nu_n) - G(\nu_n) \right| > \epsilon \sqrt{G(\nu_n) G(\nu_n)} \right) < \epsilon.
\]

On the event
\[
A_n = \left\{ \left| G_n(\nu_n) - G(\nu_n) \right| \leq \epsilon \sqrt{G(\nu_n) G(\nu_n)} \right\},
\]
we have that
\[
\frac{G_n(\nu_n)^{c_n/(c_n)}}{P(M(c_n) \leq \nu_n)} = \frac{\left( \frac{c_n}{E_1} \log(1 - G_n(\nu_n)) + O\left( \frac{c_n}{E_1} \right) \right)}{1} \leq \frac{\left( \frac{c_n}{E_1} + \frac{c_n}{E_1} \right)}{1} \leq \frac{2c_n}{E_1} \epsilon \sqrt{G(\nu_n) G(\nu_n)}
\]
\[
= \epsilon \sqrt{G(\nu_n) G(\nu_n)} + o(1).
\]

where the last step used the fact that \( c_n \sqrt{G(\nu_n)}/n = \sqrt{c_n G(\nu_n)}/\sqrt{n} = o(1) \). Consequently, for \( \delta > 0 \),
\[
P\left( \left| G_n(\nu_n)^{c_n/(c_n)} - 1 \right| > \delta; A_n \right) \to 0
\]
as \( n \to \infty \). Letting \( \epsilon \downarrow 0 \) then establishes the result. \( \square \)

The most important consequence of Proposition 3.8 is that this non-parametric estimation does not give good relative accuracy for the tail probability of the extreme value \( M(c) \) unless \( c \) is small relative to the observed time horizon \( n \). In other words, to obtain good relative accuracy for tail probabilities of extreme values with \( c \) large, one must assume some structure on the tail of \( M(c) \). The need to model tail structure is therefore a consistent theme of this paper. Berger and Whitt [4] adopted a similar philosophy in their effort to use extreme value limit theory to model the extreme value tails that they were attempting to predict.
to the one-dependent setting. Consequently, the theory applies to a broad class of Harris chains and processes.

Glasserman and Kon [11, Theorem 1.1] prove a result similar to part i.) of Theorem 4.1. However, their theorem imposes the hypothesis directly on the tail of the r.v. $\beta$, the maximum of $X$ over a regenerative cycle. On the other hand, our results place the assumptions directly on the tail of the process $(X(t))$ itself. It should be noted that the results presented in Glynn and Whitt [15] and Duffield and O'Connell [7] establish A1 for the tail of $X$, and not for the r.v. $\beta$, making our limit results easier to apply to the examples presented in those papers. The key condition that guarantees that the tails of $\beta = X(t)$ and $X(t)$ are equivalent in the sense that $\log P(X(t) > b)/\log P(\beta > b) \to 1$ as $b \to \infty$ is the fact that the class $M_2$ requires that $\mathbb{E} \tau < \infty$ for all $p \geq 1$. It turns out that our assumption that, all the cycle moments are finite is, in some sense, a sharp result. Our next result shows that if $\mathbb{E} \tau^p < \infty$ for all $p \geq 1$, then there exists a stationary classically regenerative process $X$ for which $\log P(X(t) > b)/\log P(\beta > b)$ does not converge to one as $b \to \infty$. This, in turn, provides a counterexample to the conclusions of Theorems 2.5 through 2.10 as well as Theorem 4.1.

**Example 4.3** We restrict attention to discrete time; an obvious modification will give rise to a continuous-time regenerative process with paths that are right-continuous with left limits. Suppose there exists a positive real number $q \leq 1$ for which $W_1 \sim \mathcal{E}(1)$, and conditional on $M_1 = n$, set $\tau_1 = \exp(M_1/q)$, i.e., a point mass at $\exp(y/q)$ conditional on $M_1 = y$. Let $T(1) = T(0) + \tau_1$. Set $X_0 = 0$, and put $(X_k : 1 \leq n < k)$ equal to $M_1$ and set $X_{T(k)} = 0$. Repeat this construction to generate the remaining cycles, with $M_k$ taken each time as an independent copy of an $\exp(1)$ random variable, and $T(k) = T(k-1) + \tau_k$, and $\tau_k = \exp(M_k/q)$. Clearly the resulting process is regenerative, with regeneration set equal to $\{0\}$. Moreover, $\mathbb{E} \tau^p < \infty$ for all $p < q$ and diverges for the $p$th power. Now, since this process is classically regenerative aperiodic, with $\mathbb{E} \tau < \infty$ then it follows that a stationary version of $X$, say $X \equiv (X_n : n \geq 0)$ exists, with $X \sim F$, where the distribution of $X_n$ is given by the regenerative ratio formula (cf. Asmussen, [2] for details). Specializing this argument, the tails of $X_\infty$ are found to be

$$
P(X_\infty \geq x) := \frac{1}{\mathbb{E} T} \int_{y \geq x} \mathbb{E} \left[ e^{\sum_{i=0}^{\infty} \mathbb{I}_{X_i \geq \beta}} | M = y \right] P_M(dy)
$$

$$= \frac{1}{\mathbb{E} T} \int_{y \geq x} \mathbb{E} \left[ e^{\sum_{i=0}^{\infty} \mathbb{I}_{X_i \geq \beta}} | M = y \right] e^{-y} dy
$$

$$= \frac{1}{\mathbb{E} T} \int_{y \geq x} e^{y/q} e^{-y} dy
$$

$$= \frac{1}{1 - 1/q} \mathbb{E} e^{-(1-1/q)x} e^{-x}
$$

On the other hand, it is evident that

$$P(\beta > x) = e^{-x}
$$

with $\beta = \max\{X_0, X_1, \ldots, X_{T(k)}\}$. Clearly,

$$\lim_{b \to \infty} \frac{\log P(X_\infty \geq x)}{\log P(\beta > b)} = 1,
$$

A more striking "mismatch" of the tails can also occur. Suppose that we only have $\mathbb{E} \tau < \infty$. Fix $p > 2$. Then we can repeat the above construction of $X$ but conditional on $M$ we set $\tau = \exp(M)/\mathbb{E} \tau$, then, it is clear that $P(X_\infty > x) = e^{x^{2p-1}}$, i.e., $\beta$ $\mathbb{E}$ has a heavy tailed distribution for its stationary marginal, while $\beta$ has light (exponential) tails. Note, that for the process $X$ we have $\mathbb{E} \tau < \infty$ but $\mathbb{E} \tau = \infty$ for all $\delta > 0$.

It should further be noted that in the absence of the hypothesis

$$\mathbb{E} \left[ \int_{x \geq \tau} 1_{X(t) \geq \beta} | dX \right] \geq c \beta > b \geq c
$$

it is easy to construct examples in which $\log P(X(t) > b)/\log P(\beta > b)$ does not converge to one, showing that a condition like this is, in some sense, also necessary.

5 An illustrative example: Reflecting Brownian motion

Reflecting Brownian motion (RBM) is an approximation to the single-server queue that has a long history. In particular, RRM provides an approximation to the dynamics of such a queue that depends only on the mean and the variance characteristics of the input processes to the queue, and it is guaranteed to be asymptotically accurate as the server utilization converges to one; see, for example, Glynn [16]. As such, the behavior of RBM can be expected to be representative of many queues.

Stationary RBM is the process $W^*$ obtained when $\Gamma$ is a Brownian motion with drift less than one. Denoting stationary RBM by $W^* = (W(t) : t \geq 0)$, the distribution of $W$ is completely determined by the drift $-\mu < 0$ of the "free process" $\Gamma(t)-t$ and its Brownian variance parameter $\sigma^2$. Specifically, the stationary marginal is exponential; $P(W(t) > b) = \exp(-b^2/2)$ with $b^2 := 2\mu/\sigma^2$.

Because of the analytical tractability of $W^*$, we can easily compute the explicit distribution of cycle maximum $\beta_1$; to avoid cycles of zero length, a regenerative cycle is defined as the path traced out by $X$ that starts from zero, hits level 1, and subsequently returns to 0, thereby completing the cycle. A simple computation verifies that the tail of the distribution of the cycle-maximum is asymptotically

$$P(\beta_1 > b) \sim (e^{b^2} - 1) \exp(-b^2) ,$$

(5.1)

Extreme value theory establishes that

$$\max_{0 < s < t} X(s) - \frac{1}{\theta} \log t \Rightarrow Z + \log(e^{\theta} - 1)
$$

where $Z$ is a Gumbel r.v. with distribution $P(Z \leq x) = \exp(-e^{-x})$ for $x \in \mathbb{R}$ (see [4] for details). Our Theorem 2.5 proves that in fact

$$\frac{M(t)}{\log t} - \frac{1}{\theta^*} \quad a.s.
$$

(5.3)

as $t \to \infty$, where $M(t) := \sup\{X(s) : s \in (0, t]\}$. Note that here the explicit distribution of the cycle-maximum is available, and is equal up to a constant with the tail of the stationary distribution. The limit theorem (5.2) proves that in this example, the rate of convergence $1/\theta^*$ is roughly of order $(\log t)^{-1}$. In other words, the rate of convergence is as predicted in Section 3.
The asymptotics of the empirical tail estimator for RBM can also be computed, and the performance of this estimator can then be contrasted with the extremal based estimator. Specifically, if \( t_0 \exp(-\theta t) \to b \to \infty \), then
\[
\frac{\Delta_t (x; b)}{\log a(b)} = \frac{\Delta_t (x; b)}{\log a(b)} = 2(\sqrt{1 + 2\lambda t} / \mu^2 + 1)^{-1}
\]
where the second equality follows from [1, p. 72]. As \( L(s) \) is clearly seen to be the Laplace-Stieltjes transform of the total time spent positive by negative drift BM. As in Step 2 (3.3) of the proof of Proposition 3.3, we can use (5.4) above to deduce that
\[
\Delta_t (x; b) = - \exp(-\lambda t) \quad L(s) \to \infty \text{ as } b \to \infty
\]
where we have used the strong Marley property and time-homogeneity. Since \( T(\cdot) \to \infty \) as \( b \to \infty \), we can use bounded convergence to conclude that
\[
L(s) = \mathbb{E} \left[ \exp \left( -s \int_0^\infty [I_{\{W(t) > 0\}}] \, dt \right) \right]
\]

where \( \gamma = \frac{\lambda}{\theta} \) is the rate of the Poisson r.v. explicitly \( \lambda = \frac{\lambda}{\theta} \). Basic martingale arguments establish that \( \mathbb{E} \lambda = (\lambda - 1) / (\theta - 1) \) and thus we finally identify \( \lambda = \frac{\lambda}{\theta} \). Having identified the distribution of the compound r.v. and the rate of the Poisson r.v., we have the complete characterization of the weak limit \( \mathbb{C}(\lambda; Z) \).

Acknowledgements. The authors would like to thank an anonymous referee for helpful comments on the manuscript.

References