The Joint Replenishment Problem (JRP) is one of the most basic multi-item lot sizing models. In the JRP, the need to coordinate planning for the different items arises from the potential to exploit economies of scale when placing orders for more than one item at a time.

The model specifies a horizon divided into a finite number of (say $N$) periods, each with a known demand for $m$ items, all of which must be satisfied. An unlimited amount may be ordered (produced) in each period. The cost structure consists of fixed-order costs, variable order costs which are proportional with the order sizes, and holding costs which are proportional with the end-of-the-period inventory levels. The fixed-order costs consist of a joint setup cost incurred for any order, regardless of its composition, and item-specific setup costs for any specific item included in the order. Demands and all cost parameters may vary over time. The objective is to determine an ordering policy that will minimize total costs while satisfying all demands without backlogging.

Arkin, Joneja and Roundy (1989) proved that the JRP is NP-complete. Indeed, existing exact solution methods are of a complexity which grows exponentially with the number of periods or the number of items, and therefore may be used only for problems of small size. Even for the case where all parameters are constant over time, no polynomial-time solution methods are known. Indeed, at least since Brown (1967), attention has focused on heuristics, primarily for the case where all cost and demand parameters are constant over time, and, more recently, for settings that allow for time-varying demands (while continuing to assume constant cost parameters).

We first develop an exact branch-and-bound method for the JRP with time-varying parameters. This method is efficient for problems of moderate size, i.e., it is capable of solving problems with 20–30 periods and 20–30 items in a reasonable amount of time (see Section 2).

The efficiency of the branch-and-bound method is due to the use of a new, tight lower bound to evaluate
the nodes of the tree, a new branching rule, as well as a new upper bound for the cost of the entire problem. To obtain the upper bound, we formulate the JRP as a problem of minimizing a supermodular set function, apply a greedy procedure to this set minimization problem, and use the associated cost value. This greedy heuristic comes close to being optimal as we demonstrate both numerically and on the basis of a worst-case analysis.

The results on forecast horizons for single item, dynamic lot sizing models, reported in Federgruen and Tzur (1994), suggest that optimal or close-to-optimal initial decisions can be made by truncating the horizon after a relatively small number of periods. In all instances of the problem investigated there, a forecast horizon is found in which at most three and, usually only two, orders are placed (the obligatory order in the first period included). It is reasonable to expect that similarly short forecast horizons continue to prevail in the presence of joint setup costs. This, together with the attractiveness of our branch-and-bound procedure for relatively short problem horizons, suggests that a close-to-optimal solution may be generated by partitioning the horizon into smaller intervals.

Therefore, we develop a new heuristic for the JRP, which we refer to as the partitioning heuristic. This heuristic partitions the complete horizon of $N$ periods into several intervals, and specifies an associated JRP for each of these. The lengths of the intervals permit the use of the exact branch-and-bound method mentioned above. The JRP associated with a given interval is obtained from the restriction of the complete problem to the periods of that interval, with an option to choose starting conditions that appropriately complement the solutions obtained in prior intervals.

The partitioning heuristic can be implemented with complexity $O(mN^2\log N)$, where $m$ denotes the number of items and $N$ the length of the horizon. It can be designed to guarantee an $\epsilon$-optimal solution for any $\epsilon > 0$, provided that some of the model parameters are uniformly bounded from above or from below. In particular, the heuristic is asymptotically optimal as $N \to \infty$ for any fixed number of items $m$, and it remains asymptotically optimal when both $m$ and $N$ are simultaneously increased to infinity. Most importantly, a numerical study reported in Section 3 shows that the partitioning heuristic performs exceptionally well. Even with very small intervals, the average optimality gap, when measurable, is only 0.38% and in none of the problem categories is it larger than 0.78%.

Exact solution methods which are based on dynamic programming (with exponential complexity) have been proposed by Zangwill (1966), Veinott (1969), Kao (1979), and Silver (1979). These exploit the zero inventory ordering property, which states that there exists an optimal solution in which no order is placed for any item unless its inventory is down to zero (see Veinott). Erenguc (1988) developed a branch-and-bound procedure which differs from ours in the choice of lower and upper bounds, as well as in its branching rules. This author reports numerical results for problems with up to 12 periods and 20 items. An exact cutting plane method was recently developed by Raghavan and Rao (1991); these authors report numerical results for problems with up to 30 periods and 20 items. A more recent version (Raghavan and Rao 1992) reports on problems with up to 40 periods and 100 items (see Section 2 for a detailed discussion).

As mentioned, most of the proposed heuristic methods deal with the special case where all cost and demand parameters are constant over time. Jackson, Maxwell and Muckstadt (1985) showed that in this special case, a simple, so-called, power-of-two policy can be constructed whose long-run average cost comes within 6% of the minimum cost value. Roundy (1985) showed for a more general model, i.e., the one warehouse multiretailer problem, that the worst-case optimality gap for power-of-two policies is, in fact, limited to 2% only. Federgruen and Zheng (1992) extended the 2% optimality gap result to joint replenishment problems with general (submodular) joint cost structures. We refer the reader to the latter paper and to Aksoy and Erenguc (1988) for a detailed review of previous heuristics for models with constant parameters. Kao (1979) and Leopoulos and Proth (1985) propose heuristics for models with time-varying demands. Both papers report results for the two-product problem; it is unclear how their complexity grows with the number of items. The optimality gap of Kao's heuristic can be arbitrarily large, as demonstrated in Joneja (1990). Silver (1976) reports on a single-pass heuristic with a three-product example.

Atkins and Iyogun (1988) extend the well-known Silver-Meal heuristic of the single item model to joint replenishment problems with time-varying demands but constant cost parameters. They also derive a lower bound for the minimum cost value which provides the foundation for ours. The only heuristics with known worst-case optimality gaps are due to Iyogun (1987, chap. 4) and Joneja (1990) which apply to models with constant cost parameters. To our knowledge, our heuristic is the first with a bounded
worst-case optimality gap for models in which both the demand and the cost parameters vary over time. (As mentioned, it is possible to design this heuristic to achieve an ε-optimality gap for any ε > 0.)

The remainder of this paper is organized as follows: In Section 1 we develop our lower and upper bounds. The branch-and-bound procedure is described in Section 2. Section 3 is devoted to the partitioning heuristic.

1. LOWER AND UPPER BOUNDS

In this section, we describe lower and upper bounds for the minimum cost value $z^*$. These bounds may be used in the branch-and-bound procedure described in Section 2. Alternatively, they are useful in evaluating heuristics, e.g., those described in Section 3.

The JRP is specified by the parameters:

- $N$ = the number of periods;
- $m$ = the number of items;
- For $i = 1, \ldots, m$ and $t = 1, \ldots, N$:
  - $d_{it}$ = the demand for item $i$ in period $t$ (we assume, without loss of generality, that $d_{it} \geq 0$);
  - $K_{it}$ = the fixed-order cost for item $i$ in period $t$;
  - $K_{it}$ = the fixed joint cost in period $t$;
  - $c_{it}$ = the variable per unit order cost of item $i$ in period $t$;
  - $h_{it}$ = the cost of carrying a unit of inventory of item $i$ at the end of period $t$;
- We also assume that orders are filled instantaneously. (We can easily adjust our planning methods to the case where each order for item $i$ arrives after $\ell_i$ periods, $i = 1, \ldots, m$.)

The following is a mixed integer programming formulation of the problem: For $i = 1, \ldots, m$ and $t = 1, \ldots, N$, let

- $X_{it}$ = the production volume of item $i$ in period $t$;
- $I_{it}$ = the ending inventory of item $i$ in period $t$;
- $Y_i = \begin{cases} 1 & \text{if } X_{it} > 0 \\ 0 & \text{otherwise} \end{cases}$
- $Y_t = \begin{cases} 1 & \text{if } \sum_{i=1}^m X_{it} > 0 \\ 0 & \text{otherwise} \end{cases}$
- $z^* = \min \left\{ \sum_{t=1}^N \left[ K_{it} Y_i + \sum_{i=1}^m K_{it} Y_{it} + \sum_{i=1}^m c_{it} X_{it} + \sum_{i=1}^m h_{it} I_{it} \right] \right\}$

subject to

$$I_{it} = I_{it-1} + X_{it} - d_{it} \quad i = 1, \ldots, m, \ t = 1, \ldots, N$$

$$X_{it} \leq \left( \sum_{t=1}^N d_{it} \right) Y_{it} \quad i = 1, \ldots, m, \ t = 1, \ldots, N$$

$$Y_t \geq \left( \sum_{i=1}^m Y_{it} \right) / m \quad t = 1, \ldots, N$$

$$I_{i0} = I_{iN} = 0; \ X_{it} \geq 0; \ I_{it} \geq 0; \ Y_i = 0, 1; \ Y_t = 0, 1.$$

1.1. Lower Bounds

Atkins and Iyogun observed that a lower bound can be obtained by replacing the joint setup cost structure by one with separable costs, i.e., modified item specific setup costs:

$$K'_{it} = K_{it} + \alpha_{it} \quad i = 1, \ldots, m, \ t = 1, \ldots, N$$  (1)

where

$$\sum_{i=1}^m \alpha_{it} = K_{0t} \quad t = 1, \ldots, N$$  (2)

(Note that for any given strategy and associated order periods, the setup cost incurred in any order period in the transformed model is no larger than the setup cost incurred in the original model.)

Let $z_i(\alpha_{i1}, \ldots, \alpha_{iN})$ denote the minimum cost for item $i$ in the single item dynamic lot sizing model with modified setup costs $K'_{it}$ specified by (1). Observe that

$$\sum_{i=1}^m z_i(\alpha_{i1}, \ldots, \alpha_{iN}) \leq z^*$$  (3)

for any collection of allocated setup costs $\{\alpha_{it}: i = 1, \ldots, m; t = 1, \ldots, N\}$ which satisfy (2). The best lower bound of this type is clearly obtained by determining:

$$\max_{\alpha: \alpha \text{ satisfies (2)}} \sum_{i=1}^m z_i(\alpha_{i1}, \ldots, \alpha_{iN}).$$  (4)

We also observe the following:

Lemma 1. Each of the functions $z_i$, as well as the function $z$, is jointly concave.

Proof. Each of the functions $z_i$ can be represented as the minimum of a number of affine functions in the $\alpha$-variables (one for each of the $2^N - 1$ possible sets of order periods).

Evaluation of (4) requires computing the maximum of a concave, but nonseparable, objective on the polyhedron described by (2). Standard concave
programming techniques may be invoked. Alternatively, (4) may be evaluated by solving the linear programming relaxation of the integer programming formulation in Joneja (1990), straightforwardly extended to allow for nonstationary cost parameters. Joneja (1989, Theorem 2.3) establishes that the optimum value of this linear program equals that of a specific Lagrangian dual and the latter reduces to (4). The linear program uses \( O(mN^2) \) variables and \( mN \) constraints. No efficient exact solution method for (4) is known.

One may consider evaluating (4) by the greedy procedure. The discrete version of this procedure starts with \( \alpha = 0 \) and in each iteration increments by one unit an \( \alpha_i \) variable for which this is feasible (i.e., does not violate (2)) and for which the resulting objective function value improvement is maximal; the procedure terminates when no \( \alpha_i \) variable can be incremented. The polyhedron in (2) is a so-called polymatroid (see Edmonds 1970 or Nemhauser and Wolsey 1988); the greedy procedure results in an optimal solution for any separable concave objective, as well as certain types of nonseparable objectives. Since the objective in (4) fails to be one of these types, the greedy procedure is likely to generate a good, but not necessarily, optimal solution. (See Federgruen and Groenevelt 1986 for more details.)

The greedy heuristic is also quite expensive! It consists of \( \max_i K_{0_\tau} \) iterations; in each iteration one needs to evaluate the impact of incrementing up to \( mN \) variables, each of which requires the solution of a single-item dynamic lot sizing model. Thus, the total complexity of the greedy heuristic is \( O(\max_i K_{0_\tau}mN^3\log N) \). We therefore describe a simpler heuristic procedure.

For each period we determine the best allocation vector \( \alpha^{*\tau} = (\alpha_1^{*\tau}, \ldots, \alpha_m^{*\tau}) \) for the joint setup cost value \( K_{0_\tau} \), i.e., the allocation vector which maximizes the total cost over all single-item dynamic lot sizing models that arise when all setup costs in the \( i \)th model are increased by \( \alpha_i^{*\tau} \) (\( i = 1, \ldots, m \)). The advantage of this heuristic is that each period’s allocation vector is determined separately, even though its choice continues to be based on maximization of a total cost criterion over the complete planning horizon. A second advantage is that the maximization consists of optimizing a separable concave objective, subject to a single budget constraint. Indeed, the allocation vector \( \alpha^{*\tau} = (\alpha_1^{*\tau}, \ldots, \alpha_m^{*\tau}) \) is chosen to achieve the maximum in:

\[
\max_{\alpha = (\alpha_1, \ldots, \alpha_m)} \sum_{i=1}^m Z_i(\alpha_i)
\]

subject to

\[
\sum_{i=1}^m \alpha_i = K_{0_\tau}; \ \alpha_i \geq 0,
\]

where for all \( i = 1, \ldots, m \); \( Z_i(\alpha) = z_i(\alpha, \alpha, \ldots, \alpha) \)

is the minimum cost in item \( i \)'s dynamic lot sizing model with setup costs \( K_{i_\tau} = K_{i_\tau} + \alpha \) for all \( \tau = 1, \ldots, N \). (See the definition of \( z_i(\cdot, \ldots, \cdot) \) above.) (Note that the optimum value of (5) may, in itself, fail to be a lower bound for \( z^* \) unless \( K_{0_\tau} = \min\{K_{0_\tau}: \tau = 1, \ldots, N\} \). However, \( z(\alpha^{*1}, \ldots, \alpha^{*N}) \) is a lower bound by (3).)

Observe that each of the functions \( Z_i(\cdot) \) is concave as well because it too can be represented as the finite minimum of a number of affine functions. Problem 5 thus amounts to determining the maximum of a separable concave objective subject to nonnegativity constraints for the individual variables and a single budget constraint. It is well known (see Gross 1956 and Fox 1966) that the greedy procedure described above terminates with an optimal solution. In other words, the vector \( \alpha^{*\tau} \) determines the optimal stationary allocation of the joint setup cost value \( K_{0_\tau} \). We refer to the resulting lower bound as \( z_{LB} \).

This procedure needs to be applied to the single instance of (5) with \( K_{0_\tau} \) replaced by \( K^{\tau}_{0_\tau} = \max\{K_{0_\tau}: \tau = 1, \ldots, N\} \) as all other required allocation vectors \( \alpha \) (for smaller values of \( K_{0_\tau} \)) are obtained from intermediate iterations of this procedure. The greedy procedure requires \( 2m \) solutions of single-item dynamic lot sizing models to evaluate \( Z_i(0) \) and \( Z_i(1) \) for all \( i = 1, \ldots, m \), and one additional such solution in each of the \( (K^{\tau}_{0_\tau} - 1) \) subsequent iterations. Each single-item dynamic lot sizing model is solved in \( O(N\log N) \) time using one of the methods in Federgruen and Tzur (1991), Wagelmans, Van Hoesel and Kolen (1992) or Aggarwal and Park (1993). The overall complexity is thus \( O((m + K^{\tau}_{0_\tau})N\log N) \).

Polynomial-time discrete algorithms for (5) are due to Galil and Megiddo (1979), Frederickson and Johnson (1982), and Groenevelt (1986) (see also Zipkin 1980).

### 1.2. Upper Bound (The Greedy-Add Heuristic)

We now describe the implementation of the so-called greedy-add heuristic (see Cornuejols et al. 1977) to the JRP. The value of this heuristic’s solution will be used in the branch-and-bound procedure as an upper bound to the optimal cost. The greedy-add heuristic
determines the set of order periods as follows: Starting with an empty set, this set is incremented in each iteration by a single period, say period $j$, whose addition as an order period results in the largest cost savings, i.e., $\Phi(S \cup \{j\}) = \min_{i \in S} \Phi(S \cup \{i\})$. The heuristic terminates when $S = \{1, \ldots, N\}$ or when the cost cannot be reduced by the addition of a period to $S$, i.e., $\Phi(S \cup \{j\}) \geq \Phi(S)$ for all $j \notin S$.

Note that the greedy-add heuristic is likely to give good results by itself. This follows from the following characterization of the optimality gap of the greedy-add heuristic. Let $z^G$ denote the cost value of this heuristic.

**Proposition 1**

$$\frac{(z^G - z^*)}{(\Phi(\emptyset) - z^*)} \leq \frac{1}{e}.$$  

**Proof.** It suffices to show that the set function $\Phi(\cdot)$ is supermodular, i.e., $\Phi(S \cup \{j\}) - \Phi(S) \leq \Phi(T \cup \{j\}) - \Phi(T)$ for all $S \subseteq T$ and $j \notin T$. The proposition then follows from Nemhauser, Wolsey and Fisher (1978) who proved it for general set minimization problems with supermodular set functions. Note that $\Phi(S) = \sum_{t \in S} K_{0t} + z(\alpha^1, \ldots, \alpha^N)$,

$$z = \frac{K_i t + K_{0t}}{\sum_{t \in S} h_{it} \bar{d}_{it} - \sum_{t \in S} c_{it} \sqrt{2K_i \bar{d}_{it}} - \left[ \sum_{t \in S} K_{it} + K_{0t} \right]},$$  

where $K_{0t}$ is computed from the lower bound described in the previous section. The expression in (7) provides a lower bound in view of (3). It requires $m$ solutions of single-item lot sizing models. Each of these lower bounds is associated with a feasible collection of schedules for the $m$ items. The cost of the feasible solution provides an upper bound for $z^*$ and is easy to obtain by adding to (7) the unaccounted part of the joint setup costs in the periods in $S^0$ in which some order is placed. At any stage of the branch-and-bound procedure, the best available upper bound may be used to eliminate parts of the tree.

Every node in the tree has two successor nodes; the first (second) successor node has an additional period in $S^+$ ($S^-$). Therefore, the branch-and-bound procedure is completely specified by the choice of the branching rule, i.e., a rule to select a period from the set $S^0$. Our proposed branching rule employs a fixed ranking of the periods $\{1, \ldots, N\}$ and chooses the highest ranked period in $S^0$.

**2. AN EXACT BRANCH-AND-BOUND METHOD**

The JRP clearly can be solved in $O(m^2 N \log N)$ time by enumerating all possible sets of periods in which some order is placed, and solving for each such set the resulting $m$ independent, single-item, dynamic lot sizing problems. This is prohibitively expensive for all but small values of $N$.

In this section, we describe an exact branch-and-bound procedures, an implicit enumeration method for the JRP. As our numerical results below indicate, this method can be used comfortably for problems with 20–30 periods and 20–30 items. More importantly, it is used to solve the subproblems which arise in the partitioning heuristic described in Section 3.

Each node of the branch-and-bound tree is characterized by a partition of $\{1, \ldots, N\}$ into three sets $S^+, S^-$, and $S^0$. The set $S^+$ includes all periods in which one is committed to incur the joint setup cost, the set $S^-$ includes the periods in which one is committed not to incur the joint setup cost, and the set $S^0 = \{1, \ldots, N\} \setminus (S^+ \cup S^-)$ includes the periods in which one is not committed yet. For each node in the tree, we evaluate the lower bound

$$\sum_{t \in S^+} K_{0t} + \sum_{i=1}^{m} z_i (\alpha_{i1}, \ldots, \alpha_{iN})$$  

with

$$\alpha_{it} = \begin{cases} 0 & \text{if } t \in S^+ \\ \infty & \text{if } t \in S^- \\ \alpha_{it}^* & \text{if } t \in S^0 \end{cases}$$

where $\alpha_{it}^*$ is computed from the lower bound described in the previous section. The expression in (7) provides a lower bound in view of (3). It requires $m$ solutions of single-item lot sizing models. Each of these lower bounds is associated with a feasible collection of schedules for the $m$ items. The cost of the feasible solution provides an upper bound for $z^*$ and is easy to obtain by adding to (7) the unaccounted part of the joint setup costs in the periods in $S^0$ in which some order is placed. At any stage of the branch-and-bound procedure, the best available upper bound may be used to eliminate parts of the tree.

Every node in the tree has two successor nodes; the first (second) successor node has an additional period in $S^+$ shifted to $S^-$ ($S^-$). Therefore, the branch-and-bound procedure is completely specified by the choice of the branching rule, i.e., a rule to select a period from the set $S^0$. Our proposed branching rule employs a fixed ranking of the periods $\{1, \ldots, N\}$ and chooses the highest ranked period in $S^0$.

**2.1. The Branching Rule**

Rank the periods $t \in \{1, \ldots, N\}$ in increasing order of the value

$$\sum_{i=1}^{m} d_{it} h_{it-1} - \sum_{i=1}^{m} c_{it} \sqrt{2K_i \bar{d}_{it}} - \left[ \sum_{i=1}^{m} K_{it} + K_{0t} \right],$$

where $K_i, \bar{h}_i, \bar{d}_i$ are averages over the $N$ periods of item $i$'s individual setup cost, holding cost, and demand, respectively. This value represents a proxy for
the potential savings obtained when deciding on a joint setup in period $t$, and is based on the assumption that all items are included in the joint order. The first term represents the savings in holding costs at the end of period $t - 1$, i.e., at the beginning of period $t$. The second term denotes the variable order costs in the same period $t$, assuming that the items’ order sizes in this period are chosen as if all cost and demand parameters are stationary and equal to their average value over the planning horizon, i.e., assuming the order sizes equal the optimal order quantities in the corresponding EOQ models. The third and final term denotes the total setup cost of this period (the remaining cost component of period $t$). Thus, the index value of (8) is a measure for the relative attractiveness of a joint setup in a given period. Note that the branching rule only depends on the relative ranking of the period measure in (8).

In the proposed branching rule, any element in $S^0$ with the lowest index value is shifted to $S^-$ and $S^+$ when specifying the two successor nodes for a given node in the branch-and-bound tree. In our proposed depth-first method, we investigate the first successor node and its subtree before turning to the second successor node.

We have investigated several other branching rules which almost always led to inferior results to those reported here. (See Tzur 1992, Section 7.2 for more details.)

2.2. Computational Study of the Branch-and-Bound Procedure

We evaluated the performance of this branch-and-bound method with respect to a collection of hundreds of problem instances, partitioned into several sets. These problem sets are generated from a basic class of problem instances by systematically varying one, or sometimes two of the parameter sets. This basic class of instances has a planning horizon of $N = 18$ periods, and $m = 5$ items. Its cost and demand parameters are generated from the first-order autoregressive equations:

$$d_{i1} = e_{i1}^d, c_{i1} = e_{i1}^c, h_{i1} = e_{i1}^h \quad (i = 1, \ldots, m);$$
$$K_{i1} = e_{i1}^K \quad (i = 0, \ldots, m);$$

and for $t > 1$:

$$d_{it} = \alpha d_{i,t-1} + (1 - \alpha)e_{it}^d;$$
$$c_{it} = \alpha c_{i,t-1} + (1 - \alpha)e_{it}^c;$$
$$h_{it} = \alpha h_{i,t-1} + (1 - \alpha)e_{it}^h;$$
$$K_{it} = \alpha K_{i,t-1} + (1 - \alpha)e_{it}^K;$$

where the sequences: $\{e_{it}^d; i = 1, \ldots, m, t = 1, \ldots, N\}, \{e_{it}^c; i = 1, \ldots, m, t = 1, \ldots, N\}, \{e_{it}^h; i = 1, \ldots, m, t = 1, \ldots, N\},$ and $\{e_{it}^K; i = 0, \ldots, m, t = 1, \ldots, N\}$ are independent random variables, uniformly distributed on the integer values of a pre-specified interval. The autoregressive patterns reflect correlations between consecutive parameter values, as typically observed in most practical settings. The extreme case where $\alpha = 0$ corresponds with fully independent and random parameter values; in the other extreme case where $\alpha = 1$, the parameter values stay completely constant over time.

In practice, one tends to find that cost parameters are more stable than demands. On the other hand, the opposite relationship may apply when, for example, a significant part of the variable cost rates consist of widely fluctuating costs of raw materials, energy sources, or seasonally available labor. We investigate the performance for five distinct values of $\alpha$, the adjustment factor (the extreme values $\alpha = 0$ and $\alpha = 1$ included). The four autoregressive equations which describe the dynamics of the demand and cost parameters have been specified to employ the same value for $\alpha$, even though, in most practical settings, equation-specific values of $\alpha$ would apply. Note, however, that scenarios generated with a high value for $\alpha$ and large ranges for the parameter values, represent settings with some items consistently more expensive (in one or more cost parameters) than others. Scenarios with a high value for $\alpha$ and small ranges for the parameter values, represent settings in which the items are virtually identical and with small parameter variations over time. Finally, scenarios with a low value for $\alpha$ and large ranges for the parameter values represent settings with large nonstationarities but with none or few of the items systematically more expensive than others. (Systematic variation of equation-specific $\alpha$-values would greatly increase the number of problem instances.)

In our basic class of instances, $\alpha = 0.5$ and the random variables $e_{it}^d, e_{it}^c, e_{it}^h$ and $e_{it}^K (i = 1, \ldots, m, t = 1, \ldots, N)$ are uniformly distributed on the integer values of the intervals $[1, 10], [5, 10], [1, 5],$ and $[10, 30], respectively. The random variables $e_{it}^d (t = 1, \ldots, N)$ are uniformly distributed over the integer values of the interval $[80, 120].$

In problem set 1 we vary the horizon length $N$ from $N = 12$ to $N = 36$, and in problem set 2 we vary the number of items from $m = 5$ to $m = 35$. In the third problem set we vary the number of items from $m = 10$ to $m = 20$ for a horizon length $N = 24$. In problem set 4 we vary the value of $\alpha$, i.e., the degree of correlation between consecutive parameter values...
between 0 and 1. Finally, in the rest of the problem sets we vary the ranges of the demand and cost parameters (one at a time). Each problem set consists of 10 independently generated instances for each of the considered combinations of \( N, m, \alpha \), and demand and cost parameters.

We executed the branch-and-bound method on an IBM 4381 in FORTRAN. Tables I–IV report on the method’s performance with regard to the four problem sets, respectively. We report both the CPU times in seconds, and the number of nodes investigated in the branch-and-bound tree. The numbers reported within parentheses express the number of nodes as a percentage of the \( 2^{N-1} \) possible nodes. (Since the first period demand is positive in all of the considered problem instances, there are \( 2^{N-1} \) distinct sets of periods in which a joint setup cost is incurred.)

We characterize in addition the performance of the greedy heuristic and the lower bound \( Z_{LB} \), reporting the values \( z^G/z^* \) and \( z^*/Z_{LB} \).

We are pleased to conclude that the branch-and-bound method is capable of solving in a reasonable amount of time problems with as many as 20–30 periods and 20–30 items.

Tables I–IV exhibit that the greedy heuristic by itself is extremely close to optimal, with an overall average optimality gap of 0.47%; moreover, the average optimality gap is always less than 1.2% for all considered combinations of \( N, m, \) and \( \alpha \). The lower bound \( z_{LB} \) is relatively accurate as well. For the base value of \( \alpha (\alpha = 0.5) \) the average accuracy gap is remarkably stable across all considered combinations of \( N \) and \( m \), varying between 1.9% and 4.5% with the vast majority in the 2.4–2.8% range. The accuracy gap is, however, much more sensitive to the value of \( \alpha \), as exhibited in Table IV. Large (small) values of \( \alpha \), i.e., a higher (lower) degree of intertemporal correlation, result in a significantly lower (higher) accuracy gap: e.g., for \( \alpha = 1 \) (constant parameters) the average accuracy gap is only 0.07%; this case is comparable to the stationary model with the long-run average cost criterion in which even the worst-case accuracy gap of this lower bound is 6%, but the empirically observed average is one or two magnitudes smaller (see Jackson, Maxwell and Muckstadt). For \( \alpha = 0 \), i.e., when the parameters are completely independent over time, the average accuracy gap is 7%. The increased gap is likely to be due to the stationary allocation heuristic discussed in Section 1, exhibiting a more considerable optimality gap vis-à-vis the best possible lower bound in (4).

The branch-and-bound tree requires the investigation of a small percentage of the possible number of nodes, only. Moreover, this percentage decreases rapidly with the horizon length \( N \), i.e., by a factor of about 10 each time the horizon length is increased by six. Problems with up to 24 periods and 5 items can be solved to optimality in less than a CPU minute; problems with 36 periods and 5 items require about 20 CPU minutes on average.

### Table I

**Problem Set 1, \( m = 5 \)**

<table>
<thead>
<tr>
<th>( N )</th>
<th>12</th>
<th>18</th>
<th>24</th>
<th>30</th>
<th>36</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average CPU time</td>
<td>0.4</td>
<td>4.0</td>
<td>40.1</td>
<td>231.7</td>
<td>1,401.2</td>
</tr>
<tr>
<td>Average number of nodes</td>
<td>90</td>
<td>378.8</td>
<td>2,855.2</td>
<td>12,595.2</td>
<td>74,774.4</td>
</tr>
<tr>
<td>( z^G/z^* )</td>
<td>(4.4%)</td>
<td>(0.29%)</td>
<td>(0.03%)</td>
<td>(0.002%)</td>
<td>(0.0002%)</td>
</tr>
<tr>
<td>( z^*/Z_{LB} )</td>
<td>1.0124</td>
<td>1.0038</td>
<td>1.012</td>
<td>1.0054</td>
<td>1.0071</td>
</tr>
</tbody>
</table>

### Table II

**Problem Set 2, \( N = 18 \)**

<table>
<thead>
<tr>
<th>( m )</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average CPU time</td>
<td>4.0</td>
<td>19.4</td>
<td>48.0</td>
<td>116.3</td>
<td>195.6</td>
<td>149.3</td>
<td>87.9</td>
</tr>
<tr>
<td>Average number of nodes</td>
<td>378.8</td>
<td>973.2</td>
<td>1,678.6</td>
<td>3,073.4</td>
<td>4,100.4</td>
<td>2,744.2</td>
<td>1,377.6</td>
</tr>
<tr>
<td>( z^G/z^* )</td>
<td>(0.29%)</td>
<td>(0.7%)</td>
<td>(1.3%)</td>
<td>(2.3%)</td>
<td>(3.1%)</td>
<td>(2.1%)</td>
<td>(1.1%)</td>
</tr>
<tr>
<td>( z^*/Z_{LB} )</td>
<td>1.0038</td>
<td>1.0047</td>
<td>1.0025</td>
<td>1.0018</td>
<td>1.00057</td>
<td>1.00012</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>1.0254</td>
<td>1.026</td>
<td>1.0244</td>
<td>1.0252</td>
<td>1.0245</td>
<td>1.0217</td>
<td>1.0186</td>
</tr>
</tbody>
</table>
Tables II and III exhibit that the computational effort is quite sensitive to the number of items involved, even when measured by the average number of nodes evaluated in the branch-and-bound tree. (Recall that the computational effort involved in evaluating a single node is roughly proportional to the number of items.) Observe, for example, in Table II that the percentage of nodes evaluated increases when the number of items is increased from $m = 5$ to $m = 25$, even though the quality of both the upper and the lower bounds is insensitive to the number of items. This increase is probably due to our chosen branching rule which applies depth-first and shifts periods, characterized by the index (8) as unlikely setup periods, into $S^-$ first; problems with a low number of items have a relatively small number of setup periods so that the periods initially shifted into $S^-$ are more likely to be classified correctly as periods without setups, compared to problems with a large number of items. Indeed, it might be desirable to choose the branching rule as a function of the “expected” cardinality of the set $S^+$ in the optimal solution.

Observe also that the percentage of nodes evaluated decreases when the number of items is larger than 25. Here we observe that the accuracy gap of the upper bound, small as it already is when $m = 25$, decreases by more than a factor of four when $m$ is increased from 25 to 30, and to zero when $m$ is increased from 30 to 35. This decrease is due to both the optimal solution and the greedy heuristic prescribing setups in all but an ever decreasing, small number of periods. (For $m = 35$, setups are prescribed in all periods across all 10 problem instances: Hence, the 0% optimality gap.)

We conclude that for fixed $N$, and under our chosen branching rule, the number of investigated nodes in the branch-and-bound tree varies as a function of the relative sparsity of the optimal collection of setup periods $S^+$ in $\{1, \ldots, N\}$. If the optimal $S^+$ is very sparse or dense in $\{1, \ldots, N\}$ the percentage of investigated nodes is low, and it is highest for intermediate levels of sparsity. The same phenomenon would thus arise if $K_0$ were increased along with $m$, with the number of evaluated nodes varying with $m$ as a unimodal function, reaching a similar maximum value for a larger maximizing value of $m$.

Given the prevalence of a large number of extremely close-to-optimal nodes, we conjecture that a significant reduction in computational effort can be achieved if the branch and bound procedure is terminated as soon as a solution is found to be within a given reasonable gap $\epsilon$ of the optimal value.

Table IV indicates that the computational requirements of the branch-and-bound tree vary significantly with the value of $\alpha$. This phenomenon can be explained by the above-discussed variations in the accuracy of the lower bound.

In the rest of the problem sets we investigated the performance of the branch-and-bound procedure with respect to changes in the ranges of the demand and cost parameters. We conclude that the results are insensitive to those changes (see Tzur, Section 7.2).

The best alternative exact solution method appears to be Raghavan and Rao’s (1991) cutting plane algorithm. They implemented their algorithm on a Sun 490 Server, and tested problems ranging in size from 3 items and 12 periods to problems with 20 items and 30 periods. These problems were solved to optimality with CPU times ranging between 2.75 seconds for the smallest problem to 5,054 seconds for the largest
problem. Where exactly comparable in the number of items and the number of periods, our branch-and-bound procedure is slightly faster. Upon final acceptance of this paper, we became aware of significant improvements in Raghavan and Rao’s method, as reported in Raghavan and Rao (1992). The latter also describe a new solution approach based on a multi-commodity formulation of the problem using Dantzig-Wolfe decompositions. The latter method solves problems with 30 periods and 20 items in 480 seconds on the Sun 490 Sparc station. Moreover, this method is capable of solving problems with up to 40 periods and 100 items. (The latter sized problems require an average of approximately 7,500 seconds and involve linear programs with approximately 86,000 variables and constraints.) The partitioning heuristic described in the next section can be implemented and with any exact solution method for the subproblems associated with each interval, i.e., the branch-and-bound method described in this section, or alternatively, the method of Raghavan and Rao (1992).

3. THE PARTITIONING HEURISTIC

In this section, we describe and analyze our proposed partitioning heuristic. The exact full or implicit enumeration procedures described in the previous section are only attractive if the length of the horizon is relatively small. This, together with our observation that forecast horizons tend to be small, suggests the following type of heuristic: Partition the complete horizon of \( N \) periods into relatively small intervals, and specify associated joint replenishment problems for each one of them. The lengths of these problems permit the use of the exact branch-and-bound method described in the previous section. The JRP associated with a given interval is obtained from the restriction of the complete JRP to the periods of that interval (see Figure 1). In addition, for each interval we add an option to choose starting conditions that appropriately complement the solutions obtained in prior intervals.

Indeed, we show below that an efficient partitioning heuristic of this type can be designed to be asymptotically optimal, or \( \epsilon \)-optimal for any prespecified \( \epsilon > 0 \). We also show that the partitioning heuristic compares favorably with the heuristics described in Section 2.

![Figure 1](image1.png)

**Figure 1.** Time, partitioned into intervals.

**Figure 2.** Construction of the \( h \)th interval.

We now specify the proposed partitioning heuristic. We need the following auxiliary quantities:

\[
D_i(t) = \sum_{s=1}^{t} d_{is} = \text{the cumulative demand for item } i \text{ up to period } t \quad (i = 1, \ldots, m; \, t = 1, \ldots, N);
\]

\[
S_i(s, t) = \sum_{r=s}^{t-1} h_{ir} \Sigma_{k=r}^{t-1} d_{ik} = \sum_{r=s}^{t-1} h_{ir} D_i(t) = D_i(t) - D_i(r) = \text{the total inventory carrying cost for item } i \text{ under zero-inventory ordering in periods } s, \ldots, t \text{ when placing an order in period } s \text{ to cover demands through period } t \quad (s < t).
\]

We partition the complete horizon \( \{1, \ldots, N\} \) into \( I \) intervals of lengths \( n_1, n_2, \ldots, n_I \) (i.e., \( \sum_{k=1}^{I} n_k = N \)) and specify associated joint replenishment problems denoted by \( \text{(JRP)} \). Let \( N_h = \sum_{k=1}^{h} n_k \), \( h = 1, \ldots, I \). We discuss possible choices for \( I \), the number of intervals and their length, later in this section.

For \( i = 1, \ldots, m \) let \( \ell_i(N_{h-1}) \) denote the last order period for item \( i \) in the partial solution constructed thus far, i.e., the solution constructed from \( \text{(JRP)} \) up to \( \text{(JRP)}_{h-1} \).

Let \( \ell_i(N_{h-1}) = \max \{ \ell_i(N_{h-1}) \} \) denote the last of all order periods in the partial solution constructed thus far, and \( L_{h-1} \equiv \{ i : \ell_i(N_{h-1}) = \ell_i(N_{h-1}) \} \) be the set of items ordered in that period. These quantities are clearly known after solving \( \text{(JRP)}_{h-1} \) i.e., when specifying \( \text{(JRP)}_h \). \( \text{(JRP)}_h \), the joint replenishment problem specified for the \( h \)th interval, consists of \( n_h + 2 \) periods: The periods \( N_{h-1} + 1, \ldots, N_h \) preceded by two dummy periods with zero demands and holding cost rates, which we refer to as periods \( -1 \) and 0 (see Figure 2).

Orders in period 0 represent additions to the orders placed in period \( \ell(N_{h-1}) \) to cover demands of some of the initial (or possibly all) periods in the \( h \)th interval. For items in the set \( L_{h-1} \) such additional orders can be made without any additional setup costs. For any product \( i \notin L_{h-1} \), if additional orders are placed, only the item-specific setup cost \( K_i, \ell_i(N_{h-1}) \) needs to be incurred, while saving a fixed (not necessarily positive) amount of variable order and holding costs over the periods \( \ell_i(N_{h-1}), \ldots, \ell_i(N_{h-1}) - 1 \) for the units demanded in periods \( \ell_i(N_{h-1}), \ldots, N_{h-1} \). The demands in these periods are, in the optimal solution for \( \text{(JRP)}_{h-1} \), covered by an order in period \( \ell_i(N_{h-1}) \) and
can now be covered by a later order in period $\ell(N_{h-1})$. We thus specify the setup costs in period 0 as:

$$K_{00} = 0;$$
$$K_{i0} = 0 \quad \text{for } i \in L_{h-1};$$
$$K_{i0} = K_{i(\ell(N_{h-1})} + \kappa_{i0} \quad \text{for } i \notin L_{h-1};$$

where

$$\kappa_{i0} = (c_{i(\ell(N_{h-1}) - c_{i(\ell(N_{h-1})})}
\cdot [D_i(N_{h-1}) - D_i(\ell(N_{h-1}) - 1)]
+ S_i(\ell(N_{h-1}), \ell(N_{h-1}) - 1)
+ S_i(\ell(N_{h-1}), N_{h-1})
- S_i(\ell(N_{h-1}), N_{h-1}).$$

(9)

Observe that $K_{i0} > 0$ for $i \notin L_{h-1}$ because otherwise $\ell(N_{h-1})$ is a better last order period in $(\text{JRPh})$ than $\ell(N_{h-1})$.

The variable cost per unit of item $i$ ordered in period 0 (for demands in the $h$th interval) consists of the variable order cost of the corresponding period in the $(h - 1)$st interval, plus the cost of holding a unit over the interval $[e(N_{h-1}), N_{h-1}]$, i.e.,

$$C_{i0} = c_{i(\ell(N_{h-1})} + h_{i(\ell(N_{h-1})} + \cdots + h_{iN_{h-1}}.$$

Orders in period $-1$ represent additions to the orders for items $i \notin L_{h-1}$ in their respective last order periods $<\ell(N_{h-1})$ in the optimal solution of $(\text{JRPh})$. This period only considers additions to orders for items $i \notin L_{h-1}$ and these additions can be made with no (additional) setup costs involved. We thus specify the order cost parameters for period $-1$ as:

$$K_{0,-1} = 0;$$
$$K_{i,-1} = \infty \quad \text{for } i \in L_{h-1};$$
$$K_{i,-1} = 0 \quad \text{for } i \notin L_{h-1};$$
$$c_{i,-1} = c_{i(\ell(N_{h-1})} + h_{i(\ell(N_{h-1})} + \cdots + h_{iN_{h-1}}.$$

As mentioned, $d_{i0} = d_{i-1} = h_{i,0} = h_{i,-1} = 0$ for all $i = 1, \ldots, m$.

After solving $(\text{JRPh})$ exactly (e.g., via the branch-and-bound method described in Section 2) we update the partial solution for the horizon investigated so far. Updating the solution consists of two steps. In the first step we add the order quantities determined in JRP$_h$ to the appropriate periods. Orders in periods 1, \ldots, $N_h$ of the $h$th interval correspond with order quantities in periods $N_{h-1} + 1, \ldots, N_h$. For every item $i$, the order quantities for periods $-1$ and 0, if any, are added to the order quantities in periods $\ell(N_{h-1})$ and $\ell(N_{h-1})$, respectively. (Note that for every item $i$, one of the order quantities in periods $-1$ or 0 must be zero, in view of the zero inventory ordering policy discussed in the Introduction and the fact that $d_{i,0} = 0$.)

The second step of updating the solution consists of determining the values of $\ell(N_h)$ and $\ell(N_h)$ for all $i$, according to the definitions of these quantities, with the understanding that for every $i$, periods $-1$ and 0 correspond with periods $\ell(N_{h-1})$ and $\ell(N_{h-1})$.

Finally, let $z(\text{JRPh})$ denote the optimal cost for problem $(\text{JRPh})$. We conclude:

**Lemma 2.** The solution obtained by the partitioning heuristic is feasible and has a cost value $z^H = \sum_{h=1}^H z(\text{JRPh})$.

We now derive worst-case bounds for the optimality gap which arises when $I$ intervals are used in the partitioning heuristic. We do so under mild conditions with respect to the cost and demand parameters, specified in Assumptions 1 and 2.

**Assumption 1.** There exist for all $i = 1, \ldots, m$ integers $M_i \geq 1$ and constants $K_0^i, K_i^i, d_i^i, h_i^i$ and $c_i^i$ such that for all $t \geq 1$ and all $i = 1, \ldots, m$:

$$(d_{it} \cdot + + d_{it+M_i}^i \geq M_i d_i^i \text{ and } \sum_{i=1}^N d_{it} \geq N d_i^i;$$
$$K_{0t} \geq K_0^i; K_{it} \geq K_i^i; h_{it} \geq h_i^i; c_{it} \geq c_i^i.$$ 

**Assumption 2.** There exist for all $i = 1, \ldots, m$ an integer $M_i \geq 1$ and constants $K_0^* \geq 1$, $K_i^* \geq 1$, $d_i^* \geq 1$, $h_i^*$ and $c_i^*$ such that for all $t \geq 1$ and all $i = 1, \ldots, m$:

$$(d_{it} \cdot + + d_{it+M_i}^i \geq M_i d_i^*; d_{it} \leq d_i^*;$$
$$K_{0t} \leq K_{0t}^*; K_{it} \leq K_i^*; h_{it} \leq h_i^*; c_{it} \leq c_i^*.$$ 

Note that Assumption 1 is weaker than Assumption 2.

We first need to derive a lower bound for $z^*$. **Theorem 1.** (The lower bound theorem) Given Assumption 1,

a. If $M_i = 1$ for all $i = 1, \ldots, m$,

$$z^* \geq N \left( \max \left\{ \frac{\sqrt{2k_i h_i d_i}}{k_i} \sum_{i=1}^m k_i = \sum_{i=1}^m K_i^* \right\} + \sum_{i=1}^m c_i d_i \right) \equiv N \gamma_1.$$
b. If $M_i \geq 2$ for some $i = 1, \ldots, m$

$$z^* \geq \max \left\{ \sum_{i:M_i = 1} \sqrt{2k_i h_i} d_i, \sum_{i:M_i \geq 2} \psi_i(k_i) \right\}$$

$$: \sum_{i=1}^m k_i = \sum_{i=0}^m K_i, k_i \geq K_i$$

$$+ \sum_{i=1}^m c_i d_i \right) = N \gamma_2,$$

where

$$\psi_i(k_i) = \begin{cases} 2k_i h_i d_i, & \text{if } k_i \leq K_i, \\ \sqrt{2(k_i + h_i M_i^2 d_i)} h_i d_i - 1.5 h_i M_i d_i, & \text{if } k_i > M_i^2 h_i d_i. \end{cases}$$

Proof. a. A lower bound for $z^*$ is obtained by sequentially implementing the following steps:

i. Replacing all cost and demand parameters by their corresponding lower bounds.

ii. Allocating the joint setup costs to the item-specific setup costs such that (see Section 1):

$$\sum_{i=1}^m k_i = \sum_{i=0}^m K_i, k_i \geq K_i.$$  \hspace{1cm} (10)

iii. Transforming the problem into a continuous one, i.e., into a finite horizon EOQ problem, allowing for continuous rather than discrete review. It follows from Carr and Howe (1962) that this step represents a further lower bound for the optimal costs.

Finally, the lower bound stated in the theorem is obtained by choosing in step ii the vector $k$ that maximizes the sum (over all items) of the minimum cost in each of the resulting $m$ separate single item dynamic lot sizing models.

b. See the Appendix.

It is easy to verify that the functions $\psi_i(\cdot)$ are concave and continuously differentiable (by evaluating the left and right hand limits and derivatives in the breakpoint $k_i = M_i^2 h_i d_i$). Thus, to evaluate the bounds in parts a and b one needs to maximize a sum of concave and differentiable functions subject to a single budget constraint and lower bound constraints for the individual variables. The ranking method in Zipkin is ideally suited for this purpose; it requires $O(m \log m)$ elementary operations and at most $m$ evaluations of square roots.

We are now ready to derive a worst-case bound for the heuristic's optimality gap. This bound serves, in addition, to suggest proper choices for the interval lengths to be employed in the heuristic; it is also the essential foundation for establishing that the heuristic can be designed to be asymptotically optimal, or $\epsilon$-optimal for any $\epsilon > 0$. Without loss of generality we assume that a constant $h_*$ exists such that $h_{it} \geq h_* = h_*$ for all $i = 1, \ldots, m$ and $t = 1, \ldots, N$, and that $d_{it} \geq 1$ or $d_{it} = 0$ for all $i = 1, \ldots, m$ and $t = 1, \ldots, N$. (This can be achieved by an appropriate choice of the units in which the items are measured. First, units are chosen so that all nonzero demands are $\geq 1$; next, items $i$'s unit is decreased by the factor $\min_{1 \leq e < m} h_{it}/h_*$, which results in an increase of all demands by the reciprocal factor so that all nonzero demands continue to be $\geq 1$.)

The worst-case bound and its proof are particularly simple if no speculative motive exists for carrying inventory for any of the items, i.e., in terms of variable costs, it is never advantageous to order some future period's demand in the current period, or $c_{i,t+1} \leq c_{i,t} + h_{it}$ for all $i = 1, \ldots, m$ and $t = 2, \ldots, N$. We therefore deal with this case first.

Theorem 2. Let $I$ denote the number of intervals employed by the partitioning heuristic. Assume that no speculative motives for carrying inventory prevail for any of the items. Assume that Assumption 1 is satisfied, and in addition there exist for all $i = 1, \ldots, m$ constants $K^*_i$ and $K_i$ such that for all $t \geq 1$, $K_{it} \leq K^*_i$, and $K_{it} \leq K^*_i$. Then

$$\frac{z'' - z^*}{z^*} \leq \frac{(I - 1) \rho'}{N^{\gamma}},$$

where

$$\rho' = \sum_{i=0}^m K^*_i \text{ and } \gamma = \begin{cases} \gamma_1 & \text{if all } M_i = 1 \\ \gamma_2 & \text{otherwise} \end{cases} \left( \gamma_1 \text{ and } \gamma_2 \text{ defined as in Theorem 1}. \right)$$

Proof. We show that $(z'' - z^*) \leq (I - 1) \rho'$. The theorem then follows from Theorem 1. Consider an optimal solution of the JRP on the entire $N$-period horizon. If this optimal solution fails to be achievable by the partitioning heuristic, we can transform it into one that is achievable by this heuristic, adding no more than $\sum_{i=0}^m K^*_i = \rho'$ to the total cost. This can be achieved by adding a setup for each item in the first period of each of the $(I - 1)$ intervals (except the first one, in which the optimal solution is clearly achievable by the partitioning heuristic). Since in the transformed solution some of the orders are postponed, and no speculative motives are assumed, this
transformation does not add to the total variable order and/or holding costs.

The following theorem characterizes the worst-case upper bound for the case where speculative motives for carrying inventories may exist.

**Theorem 3.** Let \( I \) denote the number of intervals employed by the partitioning heuristic, and assume that Assumption 2 is satisfied. Let \( \eta = \max_i (c_i^* - c_i^* - h^*_s) \). Then

\[
\frac{z^H - z^*}{z^*} \leq \frac{(I - 1) \rho}{N} \gamma,
\]

where

\[
\rho = \sum_{i=0}^{m} K_i^* + \eta \left[ L \sum_{i=1}^{m} d_i^* + \left( \sum_{i=0}^{m} K_i^* \right) / h^*_s \right],
\]

\[
L = \max_i (c_i^* - c_i^* - h^*_s) \text{ and } \gamma
\]

\[
= \begin{cases} 
\gamma_1 & \text{if all } M_i = 1 \\
\gamma_2 & \text{otherwise}
\end{cases}
\]

(\( \gamma_1 \) and \( \gamma_2 \) defined as in Theorem 1).

**Proof.** See the Appendix.

**Remark.** The bound for the optimality gap in Theorems 2 and 3 applies, in fact, to the more simplistic version of the partitioning heuristic in which no dummy periods (0 and \(-1\)) are added to any interval. Recall that these periods are added in the proposed version to allow for appropriate starting conditions. An alternative upper bound may be constructed by perturbing the optimal solution to the complete problem as follows: Instead of postponing the orders of any units carried into a given interval (say, interval \( h \)) to the first period of that interval (period \( N_{h-1} + 1 \)), we may, for all items involved, augment the size of their last order as determined by the solution to the partitioning heuristic for intervals \( 1, \ldots, h - 1 \). This type of perturbation results in a solution achievable under the proposed version of the partitioning heuristic, and avoids any increase in setup costs. The increase in variable costs can be bounded by a technique similar to, though more tedious than, the one employed in the proof of Theorem 3. Moreover, the resulting bound is sometimes better, but sometimes worse, than the value of \( \rho \) in Theorem 3.

### 2.3. Possible Choices of Interval Lengths for the Partitioning Heuristic

Theorem 3 suggests the following choice for the interval lengths \( n_h (h = 1, \ldots, I) \) to be employed in the partitioning heuristic: (If no speculative motives for carrying inventory exist, the arguments below are valid with \( \rho' \) replacing \( \rho \), based on Theorem 2.)

\[
n_h = \max(Y, \lceil \log N \rceil), \quad h = 1, \ldots, I - 1
\]

\[
n_I = N - \sum_{h=1}^{I-1} n_h
\]

with \( Y \) an arbitrary integer.

Theorem 3 shows that an \( \epsilon \)-optimal solution may be guaranteed by choosing \( Y = Y(\epsilon) \) where

\[
Y(\epsilon) = \min \left( \lceil \rho / \epsilon \rceil, N \right).
\]

**Corollary 1.** Given Assumption 2, the partitioning heuristic results in an \( \epsilon \)-optimal solution for any \( \epsilon > 0 \) if the intervals \( n_h (h = 1, \ldots, I) \) are specified as in (11) and (12) and \( Y = Y(\epsilon) \).

**Proof.** Assume without loss of generality that \( Y(\epsilon) = \lceil \rho / \epsilon \rceil \). If \( Y(\epsilon) = N \), we clearly obtain an optimal solution. It follows from Theorem 3 that

\[
\frac{z^H - z^*}{z^*} \leq \frac{(I - 1) \rho}{N} = \frac{(N / Y) - 1)}{N} \frac{\rho}{N} \gamma \leq \frac{\rho}{N} \gamma \leq \epsilon
\]

because \( Y \geq \rho / \epsilon \).

Theorem 3 also allows us to conclude that the partitioning heuristic is asymptotically optimal as \( N \) increases to infinity.

**Corollary 2.** Consider the partitioning heuristic with interval lengths specified by (11) and (12) for any integer \( Y \).

a. The heuristic has complexity \( O(mN^2 \log \log N) \).

b. Given Assumption 2, for fixed \( m \), the heuristic is asymptotically optimal as \( N \) increases to infinity.

c. Given Assumption 2 with values \( K^*_i, d_i^*, c_i^* \) uniformly bounded in \( i \), and \( K^*_i, d_i^*, c_i^* \) uniformly bounded away from zero, the heuristic is asymptotically optimal as \( m \to \infty \) and \( N \to \infty \).

**Proof**

a. The partitioning heuristic requires, to compute its solution for the \( h \)th interval, at most \( 2^m \) solutions of \( m \) single-item dynamic lot sizing models, each of which can be solved in \( O(n_h \log n_h) \) time. The above complexity bound then follows because \( n_h = O(\log N) \) and \( I = O(N / \log N) \).

b. Asymptotic optimality for fixed \( m \) is immediate from Theorem 3.
c. Note that \( p = O(m) \) while \( y = \Omega(m) \), i.e., there exists a constant \( a > 0 \) such that \( y > am \). Thus, \( p \gamma = O(1) \) as \( m \to \infty \), and part c follows from part b.

The following example illustrates the magnitude of the upper bound for the worst-case optimality gaps associated with a given horizon length \( n \), as determined by Corollary 1.

**Example 1.** Consider a problem instance with \( m = 3 \), \( h_* = 1 \), \( M_i = 1 \) \((i = 1, 2, 3)\), \( K_0^* = 70 \), and \( K_0^* = 80 \). Bounds for the remaining parameters are specified as:

<table>
<thead>
<tr>
<th>Item</th>
<th>( K_i^* )</th>
<th>( K_i^* )</th>
<th>( c_i^* )</th>
<th>( c_i^* )</th>
<th>( d_i^* )</th>
<th>( d_i^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>20</td>
<td>12</td>
<td>8</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>20</td>
<td>9</td>
<td>6</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>25</td>
<td>10</td>
<td>7</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

It is easy to verify (from the Kuhn-Tucker conditions) that \( \gamma = 322.4 \), while \( \rho = 1,144 \). This results in the following bounds for the optimality gaps, as a function of the chosen interval length \( n \):

\[
\begin{array}{cccccccccccc}
 n & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 \\
\% opt. & 118 & 89 & 71 & 59 & 51 & 44 & 39 & 35 & 32 & 29 & 27 \\
\end{array}
\]

If no speculative motives for carrying inventories prevail, \( \rho' = 175 \) which results in these bounds for the optimality gap:

\[
\begin{array}{cccccccccccc}
 n & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\% opt. & 54 & 27 & 18 & 14 & 11 & 9 & 7.8 & 6.8 & 6 & 5.4 \\
\end{array}
\]

Observe that even for small interval lengths of \( n = 5 \) or \( n = 10 \) the bound for the optimality gap is no larger than 71% and 35%, respectively, when speculative motives prevail. When they do not, the bounds reduce to 11% and 5.4%, respectively.

Equations 11 and 12 describe a static procedure for the determination of the interval lengths to guarantee a specific optimality gap of the partitioning heuristic. These are, however, based on an a priori worst-case upper bound for \((z^H - z^*)\) and a worst-case a priori lower bound for \(z^*\).

We conjecture that efficiency improvements may be achieved by specifying the interval lengths in a dynamic way. Dynamic specification of the interval lengths requires the upfront evaluation of the lower bound \( z(a^{*1}, \ldots, a^{*N}) \), as discussed in Section 1. Assume, therefore, that the vectors \( a^{*i} \) \((i = 1, \ldots, N)\) have been determined by solving (5) via the greedy procedure. Evaluation of the lower bound can now be performed by parallel executions for each of the \( m \) items of the forward single-item solution method of Federgruen and Tzur (1991). This permits keeping track, for \( t = 1, \ldots, N \), of a lower bound \( z^{LB}(t) \) for the minimum cost \( z^*(t) \) in the JRP over the \( t \)-period horizon.

Assume now that the first \( N_0 \) periods have been partitioned into \( I_0 \) intervals, and that the partitioning heuristic has been applied to these, with an associated cost (for the first \( N_0 \) periods) \( z^H(N_0) \). It follows from the proof of Theorem 3 that if the length of the next interval is \( n \), then \( z^H(N_0 + n) - z^*(N_0 + n) \leq z^H(N_0) - z^{LB}(N_0) + \rho \). Thus, if an \( \varepsilon \)-optimal overall solution is desired, the length of the next interval may be specified as

\[
\begin{align*}
\min \{ n : & \frac{z^H(N_0) - z^{LB}(N_0) + \rho}{z^{LB}(N_0 + n)} \leq \varepsilon \} \\
\end{align*}
\]

We have evaluated the performance of the partitioning heuristic with respect to a collection of 190 problem instances, grouped into 8 problem sets. These problem sets are generated from the same basic class of problems utilized in the numerical study of the branch-and-bound method in Section 2. The partitioning heuristic is applied twice or three times to each problem instance, for as many choices of the number of intervals \( I \). We always choose intervals of equal length, the value of which is denoted by \( n \) in Tables V–XII.

In problem sets 1 and 2 (Tables V and VI) we vary the horizon length from \( N = 18 \) to \( N = 24 \) for problems with \( m = 5 \) and \( m = 10 \) items, respectively. In Table VII we return to the basic set (with \( N = 18 \) and \( m = 5 \)) and vary \( \alpha_\tau \), the degree of intertemporal

---

**Table V**

**Problem Set 1, \( m = 5 \)**

<table>
<thead>
<tr>
<th>( N )</th>
<th>18</th>
<th>24</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n = 6 )</td>
<td>( n = 9 )</td>
<td>( n = 6 )</td>
</tr>
<tr>
<td>( z^H/z^* )</td>
<td>1.0041</td>
<td>1.00066</td>
<td>1.0058</td>
</tr>
<tr>
<td>% opt.</td>
<td>40%</td>
<td>80%</td>
<td>0%</td>
</tr>
<tr>
<td>CPU ( z^H )</td>
<td>0.47</td>
<td>0.71</td>
<td>0.65</td>
</tr>
<tr>
<td>CPU ( z^* )</td>
<td>4.0</td>
<td>40.1</td>
<td></td>
</tr>
</tbody>
</table>
correlation between the cost and demand parameters, from 0 to 1. In problem sets 4–7 we vary the ranges of the demand and cost parameters (one at a time). Finally, in problem set 8 we consider the basic problem class with \( m = 5 \) items and large horizons, i.e., \( N = 100 \) and \( N = 500 \). Each problem set consists of 10 independently generated instances for each of the considered combinations of \( N, m, \alpha \) and demand and cost parameters.

Like the branch-and-bound method, the partitioning heuristic has been encoded in FORTRAN and executed on an IBM 4381. Tables V–IX report on the ratio \( z_H/z^* \), and the percentage of problem instances for which an optimal solution is found. The value of \( z^* \) is obtained from the numerical study of Section 2. In addition, for Tables V–VII we report the CPU time (in seconds) for the partitioning heuristic and the exact branch-and-bound method. In Table XII we report the ratio \( z_H/z_{LB} \) instead of \( z_H/z^* \) because the optimum value \( z^* \) is unavailable for the large horizon lengths considered there.

We are delighted to conclude that the partitioning heuristic performs exceptionally well, even when an interval length \( n \) of only six periods is employed. The average optimality gap (where measurable) is only 0.38% and in none of the problem categories is it larger than 0.78%. An optimal solution is found in 41.8% of the problem instances in this implementation of the partitioning heuristic. If intervals of length 9 or 10 are employed, the average optimality gap (where measurable) equals 0.23% and in none of the problem categories is it larger than 0.49% and in 52.67% of the instances is an optimal solution found.

There is even a problem category in which the partitioning heuristic obtains an optimal solution in all 10 problem instances. This category has \( \alpha = 0 \) (see Table VII) and \( n = 9 \). As shown in Federgruen and Tzur (1994), forecast horizons are particularly small when \( \alpha \) is small, i.e., when a high degree of intertemporal variability prevails in the cost and demand parameters. We believe this to be the explanation for the perfect performance of the partitioning heuristic in this problem category. Tables VII–XI exhibit a slight increase in the optimality gaps when the ranges of the parameters are increased.

For the last problem set the true optimality gap cannot be assessed, but its upper bound \( z_H/z_{LB} \) is still, on average, 3.3% and always smaller than 3.5%.
Table IX
Problem Set 5, N = 18, m = 5

<table>
<thead>
<tr>
<th></th>
<th>(90, 110)</th>
<th>(80, 120)</th>
<th>(70, 130)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K_0</td>
<td>n = 6</td>
<td>n = 9</td>
<td>n = 6</td>
</tr>
<tr>
<td>ZH/z*</td>
<td>1.0026</td>
<td>1.0019</td>
<td>1.0041</td>
</tr>
<tr>
<td>% opt.</td>
<td>50%</td>
<td>70%</td>
<td>40%</td>
</tr>
</tbody>
</table>

Given our observation in Section 2 that the lower bound z_L,B almost invariably comes within 2.4–2.8% of z* for problems with N ≤ 36, and the same value of α as the one used in problem set 8, we believe that the true average optimality gap for this problem set is no more than 0.7%.

As can be expected from the complexity analysis in this section and the numerical study in the previous one, the partitioning heuristic requires far less time than the branch-and-bound procedure. When intervals of length 6 are employed, the CPU time is always of the order of a single CPU second, even for problems with N = 30. Even when intervals of length n = 9 or 10 are used, the average CPU time is always less than 4 CPU seconds in all problem categories with N ≤ 30 and no larger than 38.6 seconds for N = 500.

As expected, larger intervals almost invariably result in smaller optimality gaps.

The overall desirability of the partitioning heuristic is perhaps best illustrated by considering the problem category with N = 30 and m = 10 in Table VI. An optimal solution requires more than a thousand CPU seconds, and with the partitioning heuristic one can get within 0.15% of optimality after approximately 1 CPU second only.

We conclude this section with some comparisons with alternative heuristics. Joneja (1990) implemented his heuristic (designed for the case of constant cost parameters) on an AT&T 6300 personal computer. On average, for his chosen set of problem instances, the heuristic has a solution that is 1.8% higher than a lower bound; the maximum deviation from the lower bound is 10.8%.

Likewise, the partitioning heuristic compares favorably with three alternative heuristics discussed in this paper: the greedy heuristic; a version of the branch-and-bound method of Section 2, designed to terminate as soon as a solution is found whose cost value comes within a prespecified relative gap e of (a lower bound for) the optimum cost value; and the integer programming method of Raghavan and Rao (1992), again designed to terminate within an e-optimal solution. As explained in Section 2, the greedy heuristic has complexity O(mN^3logN) while the complexity of the partitioning heuristic with interval lengths specified by (11) and (12) is O(mN^2loglogN) only (see Corollary 2). The partitioning heuristic is asymptotically optimal while the greedy heuristic is not. The former can be designed to generate an e-optimal solution for any e > 0 while the greedy heuristic cannot, Proposition 1’s interesting worst-case bound for the optimality gap of the greedy heuristic and its remarkable empirical performance, reported in Section 2, notwithstanding. As mentioned in Section 2, the branch-and-bound method developed there, and the method of Raghavan and Rao (1992), can be used

Table X
Problem Set 6, N = 18, m = 5

<table>
<thead>
<tr>
<th></th>
<th>(7, 8)</th>
<th>(5, 10)</th>
<th>(1, 14)</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_i</td>
<td>n = 6</td>
<td>n = 9</td>
<td>n = 6</td>
</tr>
<tr>
<td>zH/z*</td>
<td>1.003</td>
<td>1.0017</td>
<td>1.0041</td>
</tr>
<tr>
<td>% opt.</td>
<td>50%</td>
<td>30%</td>
<td>40%</td>
</tr>
</tbody>
</table>

Table XI
Problem Set 7, N = 18, m = 5

<table>
<thead>
<tr>
<th></th>
<th>(4, 7)</th>
<th>(1, 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>d_i</td>
<td>n = 6</td>
<td>n = 9</td>
</tr>
<tr>
<td>zH/z*</td>
<td>1.0039</td>
<td>1.0031</td>
</tr>
<tr>
<td>% opt.</td>
<td>20%</td>
<td>40%</td>
</tr>
</tbody>
</table>
comfortably (as an exact method or \(\epsilon\)-approximation scheme) for problems of up to moderate size, but their theoretical complexity is exponential, and their empirical complexity is several orders of magnitude larger than that of the partitioning heuristic.

**APPENDIX**

**Proof of Theorem 1b**

Before proving part b we need to derive a lower bound for the minimum cost in a single-item dynamic lot sizing model, when sporadic demand is allowed. To derive this lower bound we merely assume that the cumulative demand over a large enough time interval is uniformly bounded away from zero (see Lemma A1).

**Lemma A1.** Consider a single-item dynamic lot sizing model over a horizon of \(N\) periods, and let \(z\) denote the minimum cost for this model. Let \(K_t, c_t, h_t, d_t\) denote the setup cost, per unit order cost, holding cost rate and demand in period \(t\) (\(t = 1, \ldots, N\)). Assume that there exists an integer \(M \geq 2\), and constants \(h^*, K^*, c^*\) and \(d^*\) such that \((d_t + \cdots + d_{t+M}) \geq Md^*, \sum_{t=1}^{N} d_t \geq Nd^*, h_t \geq h^*, c_t \geq c^*\) and \(K_t \geq K^*\) for all \(t = 1, \ldots, N\). Then,

\[
z \geq \begin{cases} 
\left(\frac{(K_s/2M) + c_s d_s}{2}N \right) & \text{if } M \leq \sqrt{K_s/h_s d_s}, \\
\left(\sqrt{2}K_s + h_s M^2 d_s \right) \frac{h_s d_s - 1.5h_sMd_s + c_s d_s}{N} & \text{if } M > \sqrt{K_s/h_s d_s}.
\end{cases}
\]

Moreover, if \(M \leq \sqrt{K_s/h_s d_s}\), then

\[
\left(\sqrt{2}(K_s + h_s M^2 d_s) \frac{h_s d_s - 1.5h_sMd_s}{N} \right). \]

**Proof.** We clearly obtain a lower bound by replacing all cost parameters by their corresponding lower bounds. We refer to the resulting model as the transformed problem. Consider a zero inventory ordering solution in which \(I \geq 1\) orders are placed. For \(\ell = 1, \ldots, I\) let \(n_\ell\) denote the number of periods in the \(\ell\)th order cycle, i.e., the interval which contains the \(\ell\)th order period and all subsequent periods prior to the next order period (if any). (The \(I\)th interval terminates with period \(N\).)

We first derive a lower bound for the total holding costs incurred in a single order cycle of \(n\) periods in the transformed problem. Renumber the periods in this cycle as \(1, \ldots, n\) and let \(n = \nu M + \ell\) with \(0 \leq \ell < M\), i.e., \(\nu = \lfloor n/M \rfloor\). Assume first that \(\nu \geq 1\). Observe that in each interval \([j - 1)M + \ell + 1, jM + \ell]\) \((j = 1, \ldots, \nu)\) at least \(Md^*_\nu\) units are demanded. Since all those units are ordered in period \(1\), the lowest holding costs for these demands arise when all \(Md^*_\nu\) units are ordered in period \(1\) and none in the remaining periods of the interval \([j - 1)M + \ell + 1, jM + \ell]\). It follows that the holding costs in a single-order cycle of \(n\) periods are bounded from below by

\[
h^*_\nu(Md^*_\nu) \sum_{j=0}^{\nu - 1} (\ell + jM).
\]

This lower bound for the holding costs in a single order cycle implies the following lower bound for the total cost over the complete horizon, associated with the above described zero inventory ordering solution:

\[
K_s I + \sum_{\ell=1}^{I} \frac{1}{2}h_s M^2 d_s(n_\ell/M - 1)^+(n_\ell/M - 2)^+ + c_s d_s N.
\]

(The last term in (A.2) represents a lower bound for the variable order costs.) We conclude that

\[
z \geq c_s d_s N + \min \left\{ K_s I + \min \left\{ \sum_{\ell=1}^{I} g(n_\ell); \sum_{\ell=1}^{I} n_\ell \right\}, \right.
\]

\[
= N; n_\ell \text{ integers} \left\}\right.,
\]

Table XII

Problem Set 8, \(m = 5\)

<table>
<thead>
<tr>
<th>(N)</th>
<th>(n = 10)</th>
<th>(n = 20)</th>
<th>(n = 10)</th>
<th>(n = 20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(z^H/\bar{z}_L)</td>
<td>1.033</td>
<td>1.03</td>
<td>1.035</td>
<td>1.034</td>
</tr>
<tr>
<td>CPU (z^H)</td>
<td>7.2</td>
<td>123.8</td>
<td>38.57</td>
<td>757.5</td>
</tr>
</tbody>
</table>
where $g(x) \equiv \frac{1}{2} h^2 M^2 d_s (x/M - 1)^2 + (x/M - 2)^2$ is convex.

A further lower bound is obtained by relaxing the integrality constraints for the $n_\epsilon$ variables. It is well known (in view of the convexity of $g(\cdot)$) that $\sum_{\ell=1}^{I} g(n_\ell)$ is minimized by setting all $n_\ell = N/I (\ell = 1, \ldots, I)$. We thus obtain:

$$z \geq c_s d_s N + \min_{I \geq 1} \{K_I + (\sqrt{h_s M^2 d_s})[(N/M - 1)^2 + (N/M - 2)^2] \}.$$  \hfill (A.3)

Note that the minimum in (A.3) cannot be achieved for $I \geq N/2M$ because for such values of $I$, the term $K_I$ can be decreased without increasing the other terms in $I$. Thus,

$$z \geq c_s d_s N + \min_{I \leq N/2M} \{I (\sqrt{h_s M^2 d_s})[(N/M - 1)^2 + (N/M - 2)^2] \}$$

$$= c_s d_s N + \min_{I \leq N/2M} \{K_I + (\sqrt{h_s M^2 d_s})[(N/M - 3N/M - 2I)] \},$$  \hfill (A.4)

where $K = K_I + h_s M^2 d_s$ and $H = \frac{1}{2} h_s d_s$.

The minimum in (A.4) is clearly achieved for $I = N \min \{(H/K)^{1/2}, 1/(2M)\}$. Substituting this value of $I$ into (A.4) we obtain after some algebra,

$$z \geq \begin{cases} 
(K_I/2M)N + c_s d_s N & \text{if } (H/K)^{1/2} \geq 1/(2M) \\
(2\sqrt{KH} - 3HM + c_s d_s)N & \text{if } (H/K)^{1/2} < 1/(2M).
\end{cases}$$  \hfill (A.5)

(To verify the inequality in (A.5), note that

$$2\sqrt{KH} - 3HM = \sqrt{H(2\sqrt{KH} - 3M)} > H(4M - 3M) = HM.$$

The proof of Theorem 1b now follows from allocating the joint setup costs to item-specific setup costs as in (10), applying Lemma A1 to each of the $m$ resulting separate single-item dynamic log sizing models, and taking the vector $k$ in (10) that maximizes this bound.

**Proof of Theorem 3**

We show that $(z^* - z^*) \leq (I - 1) \rho$. The theorem then follows from Theorem 1. Consider an optimal solution of the JRP on the entire $N$-period horizon. We show that this solution can be transformed into one which is achievable by the partitioning heuristic, adding at most $(I - 1) \rho$ to the total cost.

If the optimal solution to the complete JRP fails to be achievable by the partitioning heuristic, there must be order cycles for some or all items which start at some interval, say interval $h$ ($h = 1, \ldots, I$), and terminate in a later one. To transform the solution into one which is achievable by the partitioning heuristic, add an order in the first period of the $(h + 1)$st interval for all such items (with a crossing order cycle) (see Figure 3). This transformation adds at most $\sum_{i \in S} K_i^*$ to the total setup costs. In case speculative motives prevail for some of these items, the variable cost may increase as well, but only for units demanded in the $(h + 1)$st interval because the units demanded in periods belonging to the $h$th interval continue to be ordered in the same period as before the transformation.

Let $S = \{i_1, \ldots, i_{|S|}\}$ denote the set of items with a crossing order cycle, and let $t_i$ denote the number of periods in the $(h + 1)$st interval which are included in the crossing order cycle of item $i$ (see Figure 3). Assume the items are numbered such that $t_i \leq t_{i+1} \leq \cdots \leq t_{|S|}$. Let $D_i$ ($i = 1, \ldots, |S|$) denote the number of units of item $i$ carried in inventory at the beginning of the $(h + 1)$st interval. Renumber the periods in the $(h + 1)$st interval from $1, \ldots, n_{h+1}$ and let $S_\epsilon = \{i_\epsilon, \ldots, i_{|S|}\}$ for all $1 \leq \epsilon \leq t_\epsilon$.

$$r h^* \sum_{i \in S_\epsilon} (D_i - X_i^*)$$

$$\leq \sum_{i \in S_\epsilon} K_i^* + K_0^* + \sum_{i \in S_\epsilon} (c_i^* - c_i)(D_i - X_i^*)$$

$$\leq \sum_{i \in S_\epsilon} K_i^* + K_0^* + L h^* \sum_{i \in S_\epsilon} (D_i - X_i^*),$$  \hfill (A.6)

where $X_i^*$ denotes the cumulative demand for item $i$ in the first $(r - 1)$ periods of the $(h + 1)$st interval. (If the first inequality is violated, then a strict cost improvement can be achieved by placing an order for all items in $S_\epsilon$ in period $r$, thus cutting each crossing order cycle for these items into two. Note that the
additional setup costs incurred due to this transformation are bounded by \( \sum_{i \in S} K^*_i + K^*_0 \). The additional variable costs are bounded by \( \sum_{i \in S} (c^*_i - c_i)(D^i - X^i) \) because exactly \( (D^i - X^i) \) units of item \( i \) are now ordered in period \( r \) rather than at period \( b_\ell \), the beginning of the crossing order cycle. The transformation reduces the inventory level of item \( i \) by \( (D^i - X^i) \) in each period from \( b_\ell \) until \( (r - 1) \), i.e., in at least \( r \) periods, resulting in a cost saving of at least \( rh_*(D^i - X^i) \).

Let \( \bar{X}^i_r = D^i - X^i \). It follows from (A.6) that

\[
(r - L)h_* \sum_{i \in S} \bar{X}^i_r \leq \sum_{i \in S} K^*_i + K^*_0. \tag{A.7}
\]

Thus, for \( r > L \),

\[
\sum_{i \in S} \bar{X}^i_r \leq \frac{\sum_{i \in S} K^*_i + K^*_0}{(r - L)h_*}, \tag{A.8}
\]

and

\[
\sum_{i \in S} X^i_r \leq (r - 1) \sum_{i \in S} d^*_i. \tag{A.9}
\]

Adding (A.8) and (A.9) and taking the minimum over \( r \) in the interval \([L + 1, t_\ell]\) we get:

\[
\sum_{i \in S} D^i \leq \min_{L + 1 \leq r \leq t_\ell} \left\{ (r - 1) \left( \sum_{i \in S} d^*_i \right) + \frac{\sum_{i \in S} K^*_i + K^*_0}{(r - L)h_*} \right\}. \tag{A.10}
\]

Letting \( \bar{X}^i_r = D^i - X^i \), it follows from (A.6) that

\[
\sum_{i \in S} \bar{X}^i_r \leq \sum_{i \in S} K^*_i + K^*_0. \tag{A.7}
\]

Thus, for \( r > L \),

\[
\sum_{i \in S} \bar{X}^i_r \leq \frac{\sum_{i \in S} K^*_i + K^*_0}{(r - L)h_*}, \tag{A.8}
\]

and

\[
\sum_{i \in S} X^i_r \leq (r - 1) \sum_{i \in S} d^*_i. \tag{A.9}
\]

Adding (A.8) and (A.9) and taking the minimum over \( r \) in the interval \([L + 1, t_\ell]\) we get:

\[
\sum_{i \in S} D^i \leq \min_{L + 1 \leq r \leq t_\ell} \left\{ (r - 1) \left( \sum_{i \in S} d^*_i \right) + \frac{\sum_{i \in S} K^*_i + K^*_0}{(r - L)h_*} \right\}. \tag{A.10}
\]

Adding (A.8) and (A.9) and taking the minimum over \( r \) in the interval \([L + 1, t_\ell]\) we get:

\[
\sum_{i \in S} D^i \leq \min_{L + 1 \leq r \leq t_\ell} \left\{ (r - 1) \left( \sum_{i \in S} d^*_i \right) + \frac{\sum_{i \in S} K^*_i + K^*_0}{(r - L)h_*} \right\}. \tag{A.10}
\]

The expression within curled brackets is clearly a convex function of \( r \) which decreases for

\[
L + 1 \leq r \leq r^* \equiv L + \left[ \sqrt{\frac{2 \left( \sum_{i \in S} K^*_i + K^*_0 \right)}{(h_* \sum_{i \in S} d^*_i)}} \right] \]

or

\[
r^* \equiv L + \left[ \sqrt{\frac{2 \left( \sum_{i \in S} K^*_i + K^*_0 \right)}{(h_* \sum_{i \in S} d^*_i)}} \right]. \tag{A.11}
\]

Assume first that \( t_\ell \geq L + 1 \). It follows that the minimum in (A.10) is achieved for \( r = \min(t_\ell, r^*) \), i.e.,

\[
\sum_{i \in S} D^i \leq \left[ \min(t_\ell, r^*) - 1 \right] \left( \sum_{i \in S} d^*_i \right) + \frac{\sum_{i \in S} K^*_i + K^*_0}{(\min(t_\ell, r^*) - L)h_*} t_\ell \geq L + 1. \tag{A.12}
\]

If \( t_\ell \leq L \) we clearly have the bound

\[
\sum_{i \in S} D^i \leq t_\ell \sum_{i \in S} d^*_i. \tag{A.12}
\]

Let \( b_\ell(t_\ell) \) denote the right-hand side of (A.11) when \( t_\ell \geq L + 1 \) and of (A.12) when \( t_\ell \leq L \). For each demand unit of item \( i \in S \) whose procurement costs are increased due to the transformation, the increase is clearly bounded by \( (c^*_i - c_i) - h_\ast \). A bound for the increase in variable costs due to the transformation is thus given by the value of the linear program:

\[
\sum_{i \in S} (c^*_i - c_i - h_\ast)D^i \tag{A.13}
\]

subject to

\[
D^i \geq 0. \tag{A.14}
\]

Note that the function \( b_\ell(\cdot) \) achieves its maximum for \( t_\ell = L + 1 \), because it is increasing for \( t_\ell \leq L \), see (A.12), decreasing for \( t_\ell \geq L + 1 \) and

\[
b_\ell(L + 1) = L \sum_{i \in S} d^*_i + \frac{\sum_{i \in S} K^*_i + K^*_0}{h_*} > L \sum_{i \in S} d^*_i = b_\ell(L). \tag{A.15}
\]

The optimum value of the linear program is clearly nondecreasing in the values \( \{b_\ell : \ell = 1, \ldots, |S|\} \). It follows that \( \Phi(L + 1, L + 1, L + 1) = \max \{\Phi(t_1, \ldots, t_{|S|}) : t_1 \leq t_2 \leq \cdots \leq t_{|S|}\} \) because the function \( \Phi \) achieves its unconstrained maximum in the point \((L + 1, \ldots, L + 1)\). Thus, substituting \( t_\ell = L + 1 \) in (A.13) we obtain the following bound for the total increase in variable costs due to the transformation:

\[
\sum_{i \in S} (c^*_i - c_i - h_\ast)D^i \tag{A.13}
\]

subject to

\[
D^i \geq 0. \tag{A.14}
\]
The objective function of (A.14) can clearly be bounded from above by \( \eta \sum S D^i \). The latter objective is clearly maximized when

\[
\sum_{i \in S} D^i = L \left( \sum_{i \in S} d^*_i + \left( \sum_{i \in S} K^+_i + K^-_i \right) / h_+ \right).
\]

Thus, the resulting bound is clearly maximized when \( S = \{1, \ldots, m\} \) in which case it equals to

\[
\eta \left[ L \sum_{i \in S} d^*_i + \left( \sum_{i \in S} K^+_i + K^-_i \right) / h_+ \right].
\]

(The optimum value of (A.14) itself can be obtained in closed form because the polyhedron described by its constraints is a polymatroid (see Edmonds 1970 or Frank and Tardos 1988). The linear program (A.14) thus can be solved by the greedy procedure. The resulting optimum value, when maximized over all permutations \((i_1, \ldots, i_m)\) results in the same bound.)
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