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In this paper we address periodic base-stock policies for stochastic economic lot scheduling problems. These represent manufacturing settings in which multiple items compete for the availability of a common capacity source, in the presence of setup times and/or costs, incurred when switching between items, and in the presence of uncertainty regarding demand patterns, production, and setup times. Under periodic base-stock policies, items are produced according to a given periodic item-sequence. This paper derives effective heuristics for the design of a periodic item-sequence minimizing system-wide costs. This sequence is constructed based on desirable production frequencies for the items, obtained as the solution of lower bound mathematical programs. An extensive numerical study gauges the quality of the proposed heuristics.

In this paper we consider manufacturing settings in which multiple, say $N$, items compete for the availability of a common capacity source, i.e., production facility, in the presence of setup times incurred when switching between items. In addition to a setup time, switching may involve an explicit out of pocket setup cost as well. We focus in particular on settings where uncertainty prevails regarding the demand patterns, production times as well as the setup times. Such settings are often referred to as Stochastic Economic Lot Scheduling Problems (SELSP). A variety of strategy classes have been proposed to govern these systems effectively; these can be partitioned into (i) static and (ii) dynamic strategies. Dynamic strategies determine at any point in time which of the items, if any, is to be produced in the facility on the basis of the complete state of the system (which includes the inventory levels of all items and the most recent assignment of the facility). Static policies, on the other hand, use only state information that pertains to the item currently being produced.

One important class of static strategies are the so-called periodic base-stock policies: when the facility is assigned to a given item production continues until either a specific target inventory level is reached or a specific production batch has been completed; the different items are produced in a given periodic sequence, possibly with idle times inserted between the completion of an item’s production batch and the setup for the next item. Other examples of static policies include variations in which the sequence of items produced by the facility is determined by a state-independent random process (see, e.g., Kleinrock and Levy 1988) as well as time-window policies in which the assignment of the facility is completely determined by the time of day, the day of the week, etc.

The exact optimal policy under most common performance measures or cost criteria is often of the dynamic type. Such criteria include the minimum average system-wide setup-, holding-, and backlogging costs or the minimum of average setup and holding costs under specific service level (e.g., fill rate) constraints. Unfortunately, identification of an optimal dynamic policy requires the solution of a dynamic program with an $N$-dimensional state space; this is feasible only when $N = 2$ or $3$. Moreover, the structure of an optimal policy tends to be highly complex, prohibiting their implementation even if such strategies could be computed in a reasonable amount of time. See, e.g., Ha (1992) and Qui and Loulou (1995) for a characterization of an optimal policy in the special case of two products, with zero and positive setup times and costs, respectively. Thirdly, coordination with other related activities (e.g., procurement of raw materials, input components, externally performed setups) is often difficult under dynamic policies as opposed to some of the above classes of static policies. Indeed, under many of the latter (e.g., the periodic base-stock policies) predictability of the plant is greatly enhanced. As pointed out in Tayur (1994), increased predictability promotes more accurate due-date quotations and thus reduces the need for expediting and schedule changes and associated ad-hoc setups, effectively improving the production capacity.

Finally, there is now evidence that the restriction to static policies comes with only a moderate loss of optimality: Markowitz et al. (1995) recently proposed a class of dynamic cyclic policies as a dynamic alternative to the cyclic base stock policies. Under a dynamic cyclic policy, the facility continues to cycle through the products in a fixed sequence or permutation; however, when engaged in the
production of a given item, the facility may switch to the next item or go idle as a function of the system wide vector of inventories, not just when reaching a given target level. The authors propose a specific rule within this class, based on heavy traffic approximations. They compare the performance of their dynamic cyclic rule with a minor static variant of the cyclic base-stock policies. Where possible, i.e., in the case of two product problems (only), they also provide a comparison with the optimal (dynamic) policy. See Section 4 for a summary of the comparison results. Moreover, Markowitz et al. (1995) only consider cyclic strategies. We shall demonstrate that significant improvements can be achieved by replacing cyclic by general periodic strategies, producing different items with different relative frequencies. The magnitude of these improvements is on average similar, but sometimes significantly larger than those achieved in going from static to dynamic cyclic rules.

To overcome part of the difficulties associated with fully dynamic policies several classes of so-called semi-dynamic policies have been proposed; see, e.g., Browne and Yechiali (1989a, b), Duenyas and Van Oyen (1995, 1996) for the special case of systems without inventories, and Zipkin (1986), Leachman and Gascon (1988), Leachman et al. (1991), and Bourland and Yano (1991, 1994) for the more general case of make-to-stock systems. (See Federgruen and Katalan 1995, 1996a for a more detailed review of these policy classes.) However, no accurate analytical methods are known to evaluate policies or to identify the optimal policy within any of these classes, except for standard dynamic programming methods which, as mentioned above, are practical only when \( N = 2 \) or \( N = 3 \). Indeed, to our knowledge, the only class of policies permitting such evaluation and optimization methods for general values of \( N \) is the above described class of (static) base-stock policies. Federgruen and Katalan (1995, 1996a) describe an efficient method to accurately evaluate any given base-stock policy and to identify optimal base-stock levels for a given periodic sequence. The latter confines itself to cyclic sequences in which the facility rotates among the items according to a specific permutation; Federgruen and Katalan (1995) deals with general periodic sequences and certain semi-dynamic extensions in which part of the items are made-to-order, with dynamic priority rules governing their insertion into the schedule for the make-to-stock items. Anupindi and Tayur (1998) recently developed a simulation based method to compute optimal base-stock levels for a given, cyclic sequence, under somewhat more general demand processes than those considered in Federgruen and Katalan (1995, 1996a).

In this paper we complement Federgruen and Katalan (1995, 1996a) by showing how an effective periodic item sequence can be selected among all such sequences and this periodic schedule outperforms cyclical base-stock policies quite significantly. Identifying an effective periodic item sequence represents an exceedingly difficult combinatorial problem as there are \( O(N^2(N^N)) \) potential sequences of a given periodicity \( M \) for \( N \) alone. The same question has been addressed by Dobson (1987) and Zipkin (1991) in the context of deterministic ELSPs in which demands for all items occur at constant rates and the production and setup times are constants as well. Boxma et al. (1990, 1991, 1993) and Bertsimas and Xu (1993) develop heuristics for the determination of an optimal polling table in periodic polling systems with exhaustive and gated service. A polling system consists of several (say \( N \)) stations and a server who at any point in time can be assigned to at most one of them incurring setup times when switching between stations. Under a periodic polling system, the server travels between the stations according to a given periodic sequence described by the so-called polling table; under exhaustive (gated) service the server continues at a given station until its queue is emptied out (until all customers present upon his arrival to the station are served). Polling systems thus correspond with the special case of our model in which no positive inventories are allowed. Boxma et al. (1990, 1991) and Bertsimas and Xu (1993) focus on the objective of minimizing a weighted average of the steady-state waiting times at the different stations, while Boxma et al. (1993) are concerned with the weighted average of the steady-state workloads.

The remainder of this paper is organized as follows. In Section 1 we first introduce the general model and its notation as well as a brief review of the method to evaluate a specific periodic base-stock policy. We then give a brief outline of a three-phase approach to generate effective production tables. In Section 2 we address the question of determining optimal production frequencies of the different items (Phase I). (The production frequency of an item is specified as the frequency with which a new production batch for this item is initiated.) In Section 3 we generate, with these frequencies determined, a periodic item-sequence (or production table) (Phase III). Section 4 concludes the paper with an extensive numerical study, gauging the quality of the proposed strategies.

1. MODEL DESCRIPTION; A THREE-PHASE APPROACH TO GENERATE EFFECTIVE PRODUCTION TABLES

We consider a production system with \( N \) distinct items, demands for which are generated by independent Poisson processes, with \( \lambda_i \) the rate at which demand arises for item \( i \) (\( i = 1, \ldots, N \)). Let \( \lambda = \sum_{i=1}^{N} \lambda_i \). (The results in this paper easily carry over to the more general case where all demand processes are compound Poisson.) The \( N \) items are produced in a common facility that can produce only one unit of one of these items at a time. Production times for individual units are assumed to be independent; those of item \( i \) are identically distributed with cdf \( S_i(\cdot) \) and mean \( s_i < \infty \) (\( i = 1, \ldots, N \)). A possibly random setup time with cdf \( R_i(\cdot) \) and mean \( r_i < \infty \) (\( i = 1, \ldots, N \)), is incurred when setting up to produce item \( i \), i.e., whenever the facility
starts producing item \( i \) after being idle or after producing some other item. Consecutive setup times are independent. The utilization rate for item \( i \) is \( \rho_i = \lambda_i \); that of the system equals \( \rho = \sum_{i=1}^{N} \rho_i \) and we assume the system is stable, i.e., \( \rho < 1 \).

If a demand cannot be filled from existing inventory, it is backlogged. Three types of costs are incurred. Let:

\[
\begin{align*}
L_i &= \text{the inventory carrying cost rate for item } i \text{ per unit of time } (i = 1, \ldots, N); \\
p_i &= \text{the backlogging cost rate for item } i \text{ per unit of time } (i = 1, \ldots, N); \\
K_i &= \text{the setup cost incurred per setup of item } i \text{ (} i = 1, \ldots, N). 
\end{align*}
\]

The objective is to minimize the long run total of average holding-, backlogging-, and setup costs.

A periodic base-stock policy is specified by:

(a) a vector of base-stock levels \( b = (b_1, \ldots, b_N) \);

(b) a table \( T = \{T(j); j = 1, \ldots, M\} \) of length \( M \geq N \);

(c) a vector of inserted idle times \( \Delta = (\Delta_1, \ldots, \Delta_M) \).

At time 0, the facility starts to produce the first item listed in table \( T \), i.e., item \( T(1) \) and continues its production until its inventory level is increased to a base-stock level \( b_{T(1)} \) (the exhaustive case). Alternatively a batch is produced, the size of which is given by the difference between \( b_{T(1)} \) and the starting inventory level \( (\text{the gated case}) \). The facility then switches to the second item in the table, \( T(2) \), after a possible idle time \( \Delta_1 \) and setup time \( R_{T(2)} \). This protocol continues until the \( M \)-th production run for item \( T(M) \). Thereafter the facility returns to the beginning of the table, producing its first item \( T(1) \) after a possible idle time \( \Delta_1 \) and setup time \( R_{T(1)} \), and continuing the above protocol. (To facilitate the exposition, we confine ourselves to the case where the exhaustive production discipline is applied to every entry of the table. All our results are straightforwardly extended to the case where the gated discipline is applied to some or all of the table’s entries.)

For a given table \( T \), vector of base-stock levels \( b \) and inserted idle times \( \Delta \), we define for all \( i = 1, \ldots, N \) the (steady-state) shortfall distribution \( L_i \) by:

\[
L_i = b_i - IL_i,
\]

where \( IL_i \) denotes the steady-state inventory level of item \( i \).

The shortfall variables \( \{L_i\} \) have the advantage of being independent of the base-stock levels. A method to compute the shortfall distribution is developed in Federgruen and Katalan (1994); it is based on a well-known decomposition result due to Fuhrmann and Cooper (1985). More specifically, fix \( i = 1, \ldots, N \); a nonproduction epoch for item \( i \) refers to any epoch at which the system is not engaged in producing a unit for this item. Then, as shown in Federgruen and Katalan (1994),

\[
L_i = L_i' + L_i' \tag{2}
\]

with \( L_i' \) and \( L_i' \) independent of each other;

- \( L_i' = \) the steady-state shortfall in a system exclusively dedicated to item \( i \), i.e., the steady-state number of customers in an \( M/G/1 \) system with Poisson arrivals at rate \( \lambda_i \) and i.i.d. service times distributed as \( S_i() \);
- \( L_i' = \) the shortfall distribution for item \( i \) at an arbitrary tagged nonproduction epoch for this item.

To further characterize \( L_i' \), assume item \( i \) appears \( M_i \) times in the table \( T \) and let

\[
I_i[j] = \text{the } j\text{-th interval [cycle] time for item } i \text{ } (j = 1, \ldots, M_i), \text{ i.e., the steady-state time interval between the start of the } j\text{-th production run of item } i \text{ and the termination [start] of the preceding production run of the same item.}
\]

\[
I_i[j] = \text{the unconditional interval [cycle] time for item } i \text{, i.e., the mixture of the steady-state distributions } \{I_i[j]; j = 1, \ldots, M_i\} \text{ with mixing probabilities}
\]

\[
\left\{ \frac{EI_{i,j}}{\sum_{j=1}^{M_i} EI_{i,j}} : j = 1, \ldots, M_i \right\}
\]

Also, for any random variable \( U \), let \( U^* \) denote an interval of time distributed as the equilibrium excess distribution of \( U \), and let

\[
N(U) = \text{the total demand for item } i \text{ in an interval of time distributed like } U(i = 1, \ldots, N).
\]

As shown in Federgruen and Katalan (1994, Proposition 2)

\[
L_i' \text{ is distributed as a mixture of distributions } \{N_i(I_i[j]); j = 1, \ldots, M_i\} \tag{3}
\]

with mixing probabilities

\[
\left\{ \frac{EI_{i,j}}{\sum_{j=1}^{M_i} EI_{i,j}} : j = 1, \ldots, M_i \right\}
\]

The method in Federgruen and Katalan (1994) is exact except for the fact that the intervisit times are approximated by numerically convenient phase type distributions, fitting any desired number of moments. The moments of these intervisit times are themselves computed within any required relative precision \( \varepsilon > 0 \), via a recursive so-called descendant set method due to Konheim et al. (1994). To compute the first \( m \) (say) moments of the intervisit times via the descendant set method, it suffices to know the first \( m \) moments of the production and setup time distributions. The overall worst case complexity is \( O(\max(Nk^2, M^2 \log^2 \varepsilon)) \) where \( k^* \) denotes the largest shortfall level that needs to be evaluated. As demonstrated in Federgruen and Katalan (1994), for tables with up to 50 entries (say), the complete method requires only a few seconds on a PC and is remarkably accurate as verified in an extensive numerical study. Most recently Choudhury and Whitt (1994)
proposed an alternative evaluation method based on numerical transform inversions. This method can be designed to provide exact evaluations of the shortfall distributions up to any prespecified precision, and it is asymptotically somewhat faster for fixed $k^*$ as $M$ tends to infinity. Its complexity is $O(M^{1+o(k^*)})$ with a typically in the range 0.6 to 0.8. The shortfall, and hence inventory level, distributions (see (1)) permit us to evaluate all system-wide costs.

Let $C$ denote the expected length, in steady-state, of a complete cycle, i.e., the time between two consecutive returns to the beginning of the table $T$. It is well known (see, e.g., Takagi 1986), that

$$ C = \frac{\sum_{j=1}^{M} (r_{T(j)} + \Delta_j) / (1 - \rho) .}{} \tag{4} $$

The long-run average cost under a given base-stock policy is thus given by:

$$ \mathcal{Z} = \frac{\sum_{j=1}^{M} K_{T(j)}}{\hat{C}} + \sum_{i=1}^{N} \left[ h_i E(L_i^+) + p_i E(L_i^-) \right], \tag{5} $$

where $x^+ = \max(x, 0)$ and $x^- = \max(-x, 0)$. Substituting (1) into (5) we obtain:

$$ Z^* = \frac{\sum_{j=1}^{M} K_{T(j)}}{\hat{C}} + \sum_{i=1}^{N} \left[ h_i E(b_i - L_i)^+ + p_i E(L_i - b_i)^- \right]. \tag{6} $$

Note that the distribution of the random variables $\{L_i: i = 1, \ldots, N\}$ is independent of the vector of base-stock levels $b$, but it of course does depend on the production table $T$ and vector of idle times $\Delta$. Thus, for a given table $T$ and vector $\Delta$, the optimal base-stock levels, $b^*$ for item $i$ ($i = 1, \ldots, N$), can be determined by solving a newsvendor problem with $L_i$ as the demand distribution, i.e.,

$$ b_i^* = \min\{k: \Pr[L_i \leq k] \geq p_i/(p_i + h_i)\}. \tag{7} $$

(See, e.g., Proposition 1 in Federgruen and Katalan 1996a.)

Our objective is therefore to characterize the relationships between the production table $T$ and vector of idle times $\Delta$ on the one hand, and the cost expression (6) on the other hand, so as to develop heuristics for an optimal choice of $T$ and $\Delta$.

To describe possible construction procedures for the production table $T$ we need the following additional notation. Let

- $M_i$ be the absolute frequency with which item $i$ appears in the production table $T = \{j = 1, \ldots, M; T(j) = i\}$ (note $\sum_{i=1}^{N} M_i = M$);
- $m_i = M_i / M$ be the relative frequency of item $i$ in the production table $T$ ($\sum_{i=1}^{N} m_i = 1$);
- $F_i$ be the long-run average absolute frequency with which a setup for item $i$ is initiated ($= M_i / \hat{C}$ by the theory of regenerative processes);

$$ \delta = \text{the long-run average frequency with which the system is idle} \left(= \sum_{i=1}^{N} \Delta_i / \hat{C} \right). $$

Note that

$$ m_i = \frac{M_i}{\sum_{i=1}^{N} M_i} = \frac{M_i / \hat{C}}{\sum_{i=1}^{N} (M_i / \hat{C})} $$

$$ = \frac{F_i}{\sum_{i=1}^{N} F_i}, \quad i = 1, \ldots, N. \tag{8} $$

We propose the following three-phase approach in constructing an effective production table $T$:

Phase (I) (Relative Frequencies): Generate frequency values $\{F_i: i = 1, \ldots, N\}$ and hence, by (8) relative frequencies $\{m_i: i = 1, \ldots, N\}$.

Phase (II) (Table Size): Select $M$, the length of the production table and absolute frequencies $\{M_i: i = 1, \ldots, N\}$ with relative frequencies $\{m_i: i = 1, \ldots, N\}$ closely matching the values $\{m_i: i = 1, \ldots, N\}$ in Phase (I).

Phase (III) (Sequencing): Select a table $T$ in which the items appear with the frequencies $\{M_i: i = 1, \ldots, N\}$ as determined in Phase (II).

The same three-phase approach was initially proposed by Boxma et al. (1990, 1991, 1993) for the construction of a polling table in polling systems under which a linear combination of the expected waiting times (or workloads) at the different stations is minimized. Bertsimas and Xu (1993) deal with the same model and objective, however, under sequence-dependent setup times, i.e., the setup time for a new production run depends both on the new item being setup and the item last produced. Under sequence dependent setup times it is important to disaggregate the $F_i$'s and $m_i$-quantities, i.e., to characterize the quantities $F_i(m_i)$ which denote the frequency of switching from item $i$ to item $j$ per unit of time (in the table $T$); $i, j = 1, \ldots, N$. (Clearly, $F_i = \sum_{j=1}^{N} F_{ij}$ and $m_i = \sum_{j=1}^{N} m_{ij}$ for all $i = 1, \ldots, N$.) Like Boxma et al. (1990, 1991, 1993), Bertsimas and Xu (1993) propose the above three-phase approach as well, merely replacing $\{F_i\}$ by $\{F_i\}$ and $\{m_i\}$ by $\{m_i\}$.

In Phase (I) we generate production frequencies from the solution of mathematical programming models of special structure which approximate the exact system-wide cost objective (6).

As far as Phase (II) is concerned, we propose as in Boxma et al. (1990, 1991, 1993) that $M$ be incremented sequentially, starting with $M = N$ until the maximum rounding error incurred when rounding the numbers $\{M_i: i = 1, \ldots, N\}$ to their nearest integer values falls below a prespecified precision $\eta$, i.e., $M = \inf(x \geq N: \min((xM_i - xM_i, xM_i - xM_i, 0) < \eta$ for all $i = 1, \ldots, N$). As shown by Boxma et al. (1990, 1991, 1993) this phase appears to be the least crucial one in the heuristic.

As far as the sequencing Phase (III) is concerned, we propose that an initial sequence be constructed on the basis of the Golden Ratio heuristic proposed in Boxma et
al. or a machine scheduling heuristic proposed by Dobson (1987) for deterministic Economic Lot Scheduling problems. The former attempts to space all items \( i \) with \( M_i \geq 2 \) equidistantly in the table \( T \), i.e., it attempts to equalize the number of entries between consecutive appearances of item \( i \) in the table. Dobson’s machine scheduling heuristic, on the other hand, attempts to equalize for all items the times between their consecutive production runs. Construction of an initial sequence is potentially followed by iterative sequence improvement routines, described in detail below.

2. PHASE (I): DETERMINING OPTIMAL PRODUCTION FREQUENCIES

In this section we focus on Phase (I). It is clear that the exact system-wide objective (6) can not be determined on the basis of the values \( \{F_i\} \) and \( \delta \) alone. As in other problems of determining optimal priority schemes (see, e.g., Bertsimas and Niño-Mora 1993, Bertsimas et al. 1994, Bhattacharya et al. 1991, Coffman and Mitraní 1980, Federgruen and Groenevelt 1988a and b, Katehakis and Veinott 1987, and Shanthikumar and Yao 1992) as well as Boxma et al. (1990, 1991, 1993) and Bertsimas and Xu (1993), we develop a lower bound approximation for the exact objective which is determined by the vector \( F \) and \( \delta \), and for which a minimizing pair \( (F, \delta) \) can be obtained. For objectives which are linear and increasing in the vector of mean waiting times or mean queue sizes or shortfalls \( \{EL_i; i = 1, \ldots, N\} \) (as is the case in Boxma et al. and Bertsimas and Xu), it suffices to obtain a lower bound for each of the mean shortfalls \( \{EL_i; i = 1, \ldots, N\} \):

**Lemma 1.** Fix \( i = 1, \ldots, N \).

\[ EL_i \geq \lambda_i \left( \frac{\lambda_i E(S_i^2)}{2(1 - \rho_i)} + s_i + \frac{1}{2} \frac{1 - \rho_i}{F_i} \right). \]

**Proof.** It follows from (2) that \( E(L_i) = E(L_i') + E(L_i'') \).

By the Pollaczek-Khintchine formula,

\[ E(L_i') = \frac{\lambda_i^2 E(S_i^2)}{2(1 - \rho_i)} + \rho_i, \]

and by (3):

\[ E(L_i'') = E_J E(N_i(I_j^f | I_j^f)), \]

where \( J \) is a discrete random variable, with

\[ \Pr[J = j] = \frac{E(I_{i,j})}{\sum_{j=1}^{N} E(I_{i,j})}. \]

Thus,

\[ E(L_i'') = E_J[\lambda_i E(I_j^f)] = E_J \left[ \frac{\lambda_i E(I_j^f)}{2E(I_{i,j})} \right] \]

\[ \leq \frac{1}{2} \lambda_i E[J E(I_{i,j})] = \frac{1}{2} \lambda_i E(I_i), \quad (10) \]

where the inequality follows from \( E(I_j^f) \geq E^2(I_j^f) \). Observe also that \( F_i = 1/E(C_i) \), with \( E(C_i) = (1 - \rho_i) E(C_i) + \rho_i E(C_i) = E(I_i) + \rho_i E(C_i) \). \( \lambda_i C_i \) is the expected number of units of item \( i \) demanded in a cycle of length \( C_i \) and \( s_i \lambda_i C_i = \rho_i C_i \) the expected amount of production time required to satisfy this demand.) It follows that

\[ E(I_i) = (1 - \rho_i)/F_i. \]

Lemma 1 now follows by substituting (11) into (10) and adding (9) to the resulting inequality. □

**Remark 1.** The proof of Lemma 1 is similar to that used in the derivation of Bertsimas and Xu’s lower bound.

The objective (6) in our model depends on the entire distribution of the variables \( \{L_i; i = 1, \ldots, N\} \), not just on their means. Our approach in developing a lower bound approximation is therefore to (i) develop lower bounds for a given number (say \( m \geq 2 \)) of the moments of \( \{L_i; i = 1, \ldots, N\} \), and (ii) to develop an approximation of (6) in terms of these \( m \) moments only. Here we confine ourselves to the case \( m = 2 \). We therefore start with a lower bound for the variance of the shortfall distributions \( \{\text{Var}(L_i); i = 1, \ldots, N\} \).

**Lemma 2.** Fix \( i = 1, \ldots, N \).

(a) \( \text{Var}(L_i') \geq \frac{\lambda_i}{2F_i} + \frac{\lambda_i^2}{12F_i^2} \),

where

\[ V' = \text{Var}(L_i') = \frac{\lambda_i^2 E(S_i^2)}{(1 - \rho_i)^2} + \frac{\lambda_i^2}{12F_i^2} + \frac{\lambda_i^2}{6(1 - \rho_i)} \]

(b) \( E(L_i'') \geq \frac{\lambda_i^2 E(S_i^2)}{2(1 - \rho_i)^2} + \frac{2\lambda_i^2 E(S_i^2)}{6(1 - \rho_i)} + \rho_i \frac{\lambda_i}{2F_i} \]

\[ + \frac{\lambda_i^2}{12F_i^2} \left( 1 + s_i + \lambda_i E(S_i^2) \right). \]

**Proof.** (a) It follows from (2) that \( \text{Var}(L_i) = \text{Var}(L_i') + \text{Var}(L_i'') \).

Let \( \lambda_i \) denote the number of customers in queue in an \( M/G/1 \) system with arrival rate \( \lambda_i \) and service time distribution \( S(i) \). Note that

\[ \Pr[L_i' = 0] + \Pr[L_i' = 1] = \Pr[L_i'' = 0] \]

so that

\[ \Pr[L_i' = 1] = \Pr[L_i'' = 0] + \rho_i - 1, \]

while for \( k \geq 2 \), \( \Pr[L_i' = k] = \Pr[L_i'' = k - 1] \). This implies that
\[ E(L_i^2) = \sum_{k=1}^{\infty} k^2 \Pr[L_i = k] = \Pr[L_i = 0] + \rho_i - 1 \]
\[ + \sum_{k=2}^{\infty} k^2 \Pr[L_i = k - 1] \]
\[ = \Pr[L_i = 0] + \rho_i - 1 \]
\[ + \sum_{k=1}^{\infty} (k + 1)^2 \Pr[L_i = k] = \rho_i - 1 \]
\[ + \sum_{k=0}^{\infty} (k + 1)^2 \Pr[L_i = k] \]
\[ = \rho_i - 1 + E([L_i^2 + 1])^2 \]
\[ = \rho_i + E(L_i^2(L_i^2 - 1)) + 3E(L_i^2). \]

It is well known that
\[ E(L_i^2) = \frac{\lambda^2 E(S_i^2)}{2(1 - \rho_i)} \]
and
\[ E(L_i^2(L_i^2 - 1)) = \frac{\lambda^2 E(S_i^2)}{3(1 - \rho_i)} + 2E^2(L_i^2) \]
(see, e.g., (4.32) in Tijms 1986). Together with (9) we obtain (12).

It thus suffices to derive a lower bound for \( \text{Var}(L_i^2). \)
Defining the discrete random variable \( J \) as in the proof of Lemma 1, we obtain from (3) that
\[ \text{Var}(L_i^2) = \text{Var}(N_i(I_i^2 | J = j) \]
\[ = E_J \text{Var}(N_i(I_i^2 | J = j) + \text{Var}_J E[N_i(I_i^2 | J = j)] \]
\[ + \text{Var}_J E[N_i(I_i^2 | J = j)] \]
\[ = E_J \left\{ \frac{\lambda_i E(I_i^2)}{2E(I_i^2)} + \lambda_i^2 \left[ \frac{E(I_i^2)}{3E(I_i^2)} - \left[ \frac{E(I_i^2)}{2E(I_i^2)} \right]^2 \right] \right\} \]
\[ = E_J \left\{ \frac{\lambda_i E(I_i^2)}{2E(I_i^2)} + \lambda_i^2 \left[ \frac{4E(I_i^2)E(I_i^2)E(I_i^2) - 3E^2(I_i^2)}{12E^2(I_i^2)} \right] \right\} \]
\[ = E_J \left\{ \frac{\lambda_i E(I_i^2)}{2E(I_i^2)} + \frac{\lambda_i^2 E(I_i^2)}{12E^2(I_i^2)} \right\} \]
\[ E_J \left\{ \frac{\lambda_i}{2} E(I_i^2) + \frac{\lambda_i^2 E(I_i^2)}{12E^2(I_i^2)} \right\} \]
\[ = \frac{\lambda_i}{2} E(I_i) + \frac{\lambda_i^2 E(I_i)}{12E^2(I_i)} \geq \frac{\lambda_i}{2} E(I_i) + \frac{\lambda_i^2 E^2(I_i)}{12}. \]

To verify the second equality, note that \([N_i(I_i^2 | J = j)]\) has a Poisson distribution whose mean and variance equal \( \lambda_i E(I_i^2) \), while \( \text{Var}_J E[N_i(I_i^2 | J = j)] = \lambda_i E(I_i^2) \) and
\[ \text{Var}_J (\lambda_i E(I_i^2)) = \lambda_i^2 [E(I_i^2)]^2 - [E(I_i^2)]^2; \]
finally, recall that \( E((U)^k) = E(U^k + 1)E(U) \) for any random variable \( U \). The last three inequalities in (13) follow from Jensen’s inequality and \( E(I_i^2) E(I_i^2) \geq E^2(I_i^2) \), an application of Hölder’s inequality \( E(XY) \leq E(X)^{1/p} E(Y)^{1/q} \) for any pair of nonnegative random variables \( X, Y \) and \( p, q \) with \( 1/p + 1/q = 1 \). (Take \( X = I_i^2, Y = I_i^2 \) and \( p = q = 2 \).) Part (a) now follows by substituting (11) into (13) and adding the resulting expression to (12). Part (b) is immediate from part (a) and Lemma 1.

**Remark 2.** Fix \( i = 1, \ldots, N \). It follows from the proof of Lemma 2 that the bound for \( \text{Var}(L_i) \) is accurate if (a) \( \text{Var}_J E[N_i(I_i^2)] = j \) is small and (b) the intervisit time distributions \( \{I_i^2 : j = 1, \ldots, M\} \) have relatively low variability. As discussed in Section 3, equalization of the individual intervisit time distributions, and hence reduction of \( \text{Var}_J E[N_i(I_i^2)] = j \) can be promoted by appropriate spacing of the items in the table \( T \) (Phase III).

We are now ready to derive a nonlinear program, with the quantities \( \{F_i : i = 1, \ldots, N\} \) and \( \delta \) as the primary decision variables, the value of which provides a lower bound for the exact objective (6). Our approach is to replace the true distributions of the \( L_i \)-variables by those of a set of variables \( \{L_i : i = 1, \ldots, N\} \) achieving a minimal value for the objective (6) among all distributions with the same first and second moments. A similar approach has been followed by Klimczewicz and Whitt (1984) to obtain bounds for the mean queue length in a GI/M/1 queueing system as a function of the first two moments of the interarrival time distribution. Thus let
\[ x_{ik} = \Pr[L_i = k], k = 0, 1, \ldots \]
\[ (LB) \quad Z = \min \sum_{i=1}^{N} \sum_{k} \left( \rho_i[k - b_i]^+ + h_i[b_i - k]^+ \right) x_{ik} \]
\[ + \sum_{i=1}^{N} K_i F_i, \]
subject to
\[ \sum_{k} x_{ik} = 1, \quad i = 1, \ldots, N, \]
\[ \sum_{k} k x_{ik} \geq \lambda_i \left\{ \frac{\lambda_i E(S_i^2)}{2(1 - \rho_i)} + s_i \right\} + \frac{1}{2} F_i, \quad i = 1, \ldots, N, \]
\[ \sum_{k} k^2 x_{ik} \geq \lambda_i \left\{ \frac{\lambda_i E^2(S_i^2)}{2(1 - \rho_i)^2} + 2\lambda_i E(S_i^2) + \frac{9\lambda_i E^2(S_i^2)}{6(1 - \rho_i)} + \frac{\rho_i}{2(1 - \rho_i)} \right\} + \frac{1}{2} F_i, \]
\[ + \frac{(\rho_i)^2 (\lambda_i^2 + 3)}{12F_i^2}, \quad i = 1, \ldots, N, \]
\[ \sum_{i=1}^{N} r_i F_i + \delta = 1 - \rho, \]
all \( x_{ik}, b_i, F_i, \delta \geq 0. \]

The objective (14) coincides with (6), with expectations written explicitly in terms of the minimizing probabilities \( \{x_{ik}\} \). Equation (15) ensures that for all \( i = 1, \ldots, N \), the quantities \( \{x_{ik}\} \) correspond with a proper density function.
Likewise, we have observed that the shortfall distributions tend to be IFR (Increasing Failure Rate), which implies the constraints:

\[ x_{ik} \geq x_{ik-1} \quad \text{for} \quad k \leq k_0(i) \quad \text{and} \quad x_{ik} \leq x_{ik-1} \quad \text{for} \quad k > k_0(i). \]  

(20)

The inequalities (16) and (17) follow immediately from Lemmas 1 and 2(b), since \( \Sigma_k kx_k = E\bar{L}_i \) and \( \Sigma_k k^2x_k = E\bar{L}_i^2 \) for all \( i = 1, \ldots, N \) while Equation (18) is immediate from the definition of \( \{F_i\} \) and \( \delta \); the fraction of time available for all setups is clearly given by \( 1 - \rho - \delta \) and the fraction of time devoted to setups for item \( i \) is given by \( r_iF_i, \) (\( i = 1, \ldots, N \)). We conclude:

**Theorem 3.** The optimal value of the nonlinear program (LB) provides a lower bound for the best periodic base-stock policy, i.e., \( Z \leq Z^* \).

(LB) represents a fairly large nonlinear program (depending upon the level at which the distributions \( \{x_{ik}\} \) are truncated) which fails to be convex. A natural solution approach employs Lagrangean Relaxation of the single constraint (18) since the relaxed problem decomposes into \( N \) separate nonlinear programs each with only three constraints (in addition to nonnegativity constraints for all variables)! Since (LB) is not convex, the Lagrangean dual may exhibit a duality gap, thus representing a further lower bound.

**Remark 3.** In many inventory models, analyses are performed on an item-by-item basis with setup cost parameters determined, in whole or in part, from estimates of the (marginal) time value of the associated setup times, usually an exceedingly difficult task. Observe that in the Lagrangean relaxation of (LB) the setup cost parameters \( \{K_i; i = 1, \ldots, N\} \) are transformed to \( \{\bar{K}_i = K_i + \lambda r_i; i = 1, \ldots, N\} \) with \( \lambda \) the Lagrangean multiplier. Using the values \( \bar{K}_i = K_i + \lambda^*r_i \) with \( \lambda^* \), the maximizing value of the Lagrangean multiplier in the Lagrangean dual, provides a rigorous foundation for the computation of such “allocated” setup cost parameters.

We observe that each of the minimizing distributions in the lower bound problem (LB) are concentrated on at most three points. (Let \( \{x^*_i, b^*_i, F^*_i, \delta^*_i\} \) denote an optimal solution for (LB); fix \( b = b^*, F = F^* \) and \( \delta = \delta^* \) and note that for all \( i = 1, \ldots, N \{x^*_k; k = 0, 1, \ldots\} \) is an optimal solution of the resulting Linear Program with three constraints only.) The \( L_i \)-distributions which arise under periodic base-stock policies are much smoother; see, e.g., Federgruen and Katalan (1994). As in Klimczewicz and Whitt (1984) a significantly improved approximation to the exact objective (6) can be expected when adding extra shape constraints to the constraint set (15)–(19). For example, we have observed that the shortfall distributions tend to be unimodal. Thus, for any given \( i = 1, \ldots, N \), there is an integer \( k_0(i) \) such that

\[ x_{ik} \geq x_{ik-1} \quad \text{for} \quad k \leq k_0(i) \quad \text{and} \quad x_{ik} \leq x_{ik-1} \quad \text{for} \quad k > k_0(i). \]

If the shortfall distributions are known to be log-concave, the following constraints are satisfied:

\[ x_{ik} \geq x_{ik-1}x_{ik+1}, \quad i = 1, \ldots, N, \quad k = 1, 2, \ldots \]  

(22)

Thus, improved lower bounds can be obtained by adding one or more of the constraint sets (20)–(22) to the constraints (15)–(19), albeit at the expense of considerably enlarging each of the subproblems in the Lagrangean relaxation procedure. As a result these nonlinear programs may potentially be prohibitively large. We therefore seek to simplify the mathematical program (LB).

### A Simplified Mathematical Program for Phase (I)

A vastly simplified mathematical program for the determination of optimal production frequencies (Phase (I)) would be available provided the optimal cost values of the newsvendor problems associated with (6) could be obtained as closed form expressions of the first \( m \) moments (say) of the \( L_i \)-distributions \( (i = 1, \ldots, N) \). Recall \( L_i \) serves as the demand distribution in the corresponding newsvendor problem for item \( i \), the minimal cost of which depends unfortunately on the complete distribution of the \( L_i \)-variable. However, several reasonable closed form approximations can be obtained as a function of \( L_i \)'s mean and standard deviation only.

One such approximation is due to Scarf (1958), which surprisingly received little attention until its recent resurrection by Gallego (1998) and Gallego and Moon (1993). Fix \( i = 1, \ldots, N \). Note that

\[ \text{INV}_i = p_iE[L_i - b_i] + h_iE[b_i - L_i], \]

the long-run average holding and backlogging cost for item \( i \), can be written as

\[ \text{INV}_i = (p_i + h_i)[E[L_i - b_i] + h_i(b_i - E(L_i))] \]

\[ \leq \text{INV}_i^{\text{def}} = \frac{1}{2} (p_i + h_i)[\sqrt{\text{Var}(L_i)} + (b_i - E(L_i))^2 - (b_i - E(L_i))] \]

\[ + h_i(b_i - E(L_i)) \]

since

\[ (L_i - b_i)^+ = [(L_i - b_i) + (L_i - b_i)]/2 \]

and since

\[ E[L_i - b_i] \leq \sqrt{E(L_i - b_i)^2} = \sqrt{\text{Var}(L_i)} + (b_i - E(L_i))^2 \]

by the Cauchy-Schwarz inequality; see Lemma 1 in Gallego and Moon (1993). Observe that the approximation \( \text{INV}_i^{\text{def}} \) depends on the distribution of \( L_i \) only via its mean and standard deviation. Moreover, the minimum value of \( \text{INV}_i^{\text{def}} \) under the optimal base-stock level \( b_i^{opt} \) can be obtained in closed form, as we show in Lemma 4 below.
An alternative approximation for \( \text{INV}_i \), the cost of the newsvendor problem associated with item \( i \), can be obtained by approximating the \( L_i \)-distribution by one in a class of two-parameter distributions \( \mathcal{G} \), e.g., the Normal distributions or any other class in which every distribution \( G(\cdot) \) with parameters \( v \) and \( \tau \) can be written as \( G(t) = G^0((t - v)/\tau) \); here \( G^0 \) is a unique standard distribution.

Such classes include (in addition to the Normals) (i) the delayed (or shifted) exponentials with \( v \) the delay (or shift) and \( \tau \) the standard deviation of the distribution, as well as (ii) all classes of delayed Gamma, Weibull, or Pareto distributions with a common shape parameter. Let \( \text{INV}^0 \) denote the minimum cost of the newsvendor problem under the class of distribution \( \mathcal{G} \). Also, let \( G(\cdot) \) denote the inverse of \( G^0(\cdot) \) and \( \alpha(\cdot) \) the associated loss function, i.e., \( \alpha(\cdot) = \int_{-\infty}^{\cdot} (u - x) \, dG^0(u) \).

**Lemma 4.** Fix \( i = 1, \ldots, N \). Let \( \mu_i = E(L_i) \) and \( \sigma_i^2 = \text{Var}(L_i) \).

(a) \( \inf_{b_i} \text{INV}^0_i = \beta^0_i \sigma_i \) where \( \beta^0_i = \sqrt{p_i h_i} \).

(b) \( \inf_{b_i} \text{INV}^0_i = \beta^0_i \tau_i + h_i (\mu_i - \mu_i) \) where

\[
\beta^0_i = \left[ \left( p_i + h_i \right) \alpha \left( G^{-1} \left( \frac{p_i}{p_i + h_i} \right) \right) + h_i G^{-1} \left( \frac{p_i}{p_i + h_i} \right) \right].
\]

(c) Let \( \Phi(\cdot) \) denote the cdf of the standard normal and \( \alpha(\cdot) \) the associated loss function. Then \( \inf_{b_i} \text{INV}^0_N = \beta^N \sigma_i \) where

\[
\beta^N = \left[ \left( p_i + h_i \right) \alpha \left( \Phi^{-1} \left( \frac{p_i}{p_i + h_i} \right) \right) + h_i \Phi^{-1} \left( \frac{p_i}{p_i + h_i} \right) \right].
\]

**Proof.** (a) The proof of this part is given in Gallego and Moon (1993). To keep the presentation self contained we give a brief argument here. Let \( \bar{b}_i = b_i - \mu_i \). Note that

\[
\text{INV}^0_i = (p_i + h_i) \sqrt{\sigma_i^2 + \bar{b}_i^2 - \bar{b}_i + h_i \bar{b}_i} \tag{23}
\]

is convex in \( \bar{b}_i \). The minimum value of \( \bar{b}_i \) is thus obtained as the unique root \( \bar{b}_i^* \) of the first derivative of \( \text{INV}^0_i \):

\[
\frac{1}{2} (p_i + h_i) \bar{b}_i (\sigma_i^2 + \bar{b}_i^2 - \bar{b}_i + h_i \bar{b}_i) - \frac{(h_i - p_i)}{2} = 0,
\]

so that

\[
\bar{b}_i^* = \left[ \left( p_i - h_i \right) \sigma_i^2 + \sigma_i^2 \left( \frac{p_i - h_i}{p_i + h_i} \right)^2 \right].
\]

Part (a) thus follows by substituting this value of \( \bar{b}_i \) into (23).

(b) \( \bar{b}_i = b_i - \mu_i \). It is well known and easily verified that the optimal value of \( \bar{b}_i \) is given by

\[
G^{-1} \left( \frac{p_i}{p_i + h_i} \right) \tau_i,
\]

Also,\begin{align*}
\text{INV}^0_i &= (p_i + h_i) E[L_i - \bar{b}_i + h_i (\mu_i - \mu_i)] \\
&= (p_i + h_i) \int_{-\infty}^{\infty} (u - \bar{b}_i) dG^0(u) \\
&= (p_i + h_i) \int_{b_i}^{\infty} (u - \bar{b}_i) dG^0(u) \\
&= h_i G^0 \left( \frac{p_i}{p_i + h_i} \right) \tau_i + h_i (\mu_i - \mu_i) = (p_i + h_i) \tau_i \\
&\cdot \int_{b_i}^{\infty} \left( u - G^0 \left( \frac{p_i}{p_i + h_i} \right) \right) dG^0(u) \\
&+ h_i G^0 \left( \frac{p_i}{p_i + h_i} \right) \tau_i + h_i (\mu_i - \mu_i) \\
&= \left[ (p_i + h_i) \alpha \left( G^0 \left( \frac{p_i}{p_i + h_i} \right) \right) \\
&+ h_i G^0 \left( \frac{p_i}{p_i + h_i} \right) \tau_i \right] + h_i (\mu_i - \mu_i)
\end{align*}

Part (c) is immediate from part (b). \( \square \)

We thus conclude that both under the Scarf and under the Normal approximation, the minimal newsvendor cost associated with item \( i \), can be obtained as a closed form expression proportional to \( \sigma_i \), the standard deviation of \( L_i \); for the other two parameter classes of distributions, \( \inf_{b_i} \text{INV}^0_i \) is likewise expressed as a simple closed form function of \( \mu_i \) and \( \sigma_i \), the mean and standard deviation of \( L_i \).

The usefulness of the above classes of two-parameter distributions in terms of generating closed form expressions for minimum inventory costs was first observed in Zipkin (1982).

We henceforth confine ourselves to the Scarf and Normal approximations. Under these approximations and invoking Lemma 2, the lower bound mathematical program (LB) for the determination of the optimal production frequencies drastically simplifies to:

\[
\text{LB:} \quad \min \sum_{i=1}^{N} \beta_i \psi_i(F_i) + \sum_{i=1}^{N} K_i F_i, \tag{24}
\]

subject to

\[
\sum_{i=1}^{N} r_i F_i \leq 1 - \rho, \tag{18'}
\]

\[
F_i \geq 0; \quad i = 1, \ldots, N, \tag{25}
\]

where

\[
\psi_i(F_i) = \sqrt{V_i + \frac{A_i (1 - \rho_i)}{F_i} + \frac{\lambda_i^2 (1 - \rho_i)^2}{12 F_i^2}}
\]

and under the Scarf (Normal) approximation \( \beta_i = \beta^0_i \) \((i = 1, \ldots, N)\). Exceedingly simple solution methods are available to solve this simple nonlinear program. This follows from Lemma 5.

**Lemma 5.** The objective (24) of (P) is separable and convex in the decision variables \( \{F_i\} \).

**Proof.** Each of the \( \psi_i \)-functions is of the form
\[
\psi(x) = \sqrt[3]{\frac{A}{x^2} + \frac{B}{x} + C}
\]

with \(A, B, C \geq 0\). Taking the second derivative \(\psi''\) of \(\psi\), we obtain:

\[
\psi''(x) = \frac{1}{2} \left[ \frac{A}{x^2} + \frac{B}{x} + C \right]^{-1/2} \left[ 6 \frac{A}{x^4} + \frac{2B}{x^3} \right] - \frac{1}{4} \left[ \frac{A}{x^2} + \frac{B}{x} + C \right]^{-3/2} \left[ -2 \frac{A}{x} + \frac{B}{x^2} \right]^2
\]

\[
= \frac{1}{4} \left[ \frac{A}{x^2} + \frac{B}{x} + C \right]^{-3/2} \left[ \left[ \frac{A}{x^2} + \frac{B}{x} + C \right] \left[ 6 \frac{A}{x^4} + \frac{2B}{x^3} \right] - \left[ -2 \frac{A}{x^3} + \frac{B}{x^2} \right]^2 \right]
\]

\[
= \frac{1}{4} \left( \frac{8A^2}{x^6} + \frac{12AB}{x^5} + \frac{3B^2}{x^4} + \frac{12AC}{x^4} + \frac{4BC}{x^3} \right) \geq 0.
\]

Observe also that the nonnegativity constraints (25) are never binding. To find the optimal solution for (P), we first solve the unconstrained problem by finding for all \(i = 1, \ldots, N\), the unique root of the equation \(\psi(F_i) = -K_i\) (see Lemma 5). (As shown below this amounts to finding the unique root of a sixth-degree polynomial.) If the resulting solution satisfies (18') it is of course optimal. Otherwise, (18') is binding; let \(\lambda > 0\) denote the (optimal) Lagrangean multiplier associated with (18'). For a given value of \(\lambda\) the optimal corresponding \(F_i\)-values are obtained by determining the unique root of the equation (see Lemma 5)

\[
\psi_i(F) = \frac{1}{2} \left[ \frac{A_i}{F^2} + \frac{B_i}{F} + C_i \right]^{-1/2} \left[ -2 \frac{A_i}{F^3} + \frac{B_i}{F^2} \right] = \frac{1}{4} \left( \frac{A_i}{x^2} + \frac{B_i}{x} + C_i \right)^{-3/2} \left[ \left[ \frac{A_i}{x^2} + \frac{B_i}{x} + C_i \right] \left[ 6 \frac{A_i}{x^4} + \frac{2B_i}{x^3} \right] - \left[ -2 \frac{A_i}{x^3} + \frac{B_i}{x^2} \right]^2 \right]
\]

\[
= -K_i = -(K_i + r_i \lambda)
\]  

(26)  

\[(\text{the time adjusted setup cost; see the discussion above),}\]

where

\[
A_i = \frac{\lambda_i^2(1 - \rho_i)^2}{12}, \quad B_i = \frac{\lambda_i(1 - \rho_i)}{2}, \quad C_i = V_i,
\]

or, in terms of \(x = F^{-1}\) the unique root of the sixth degree polynomial

\[
K_i^2(2A_i x^2 + B_i x + C_i) = 2A_i x^3 + B_i x^2.
\]

Since, by Lemma 5, the functions \(\psi_i(\cdot)\) are increasing, we obtain that the root of (26) decreases with \(\lambda\). The optimal value of \(\lambda\) can thus be found by simple bisection verifying for each trial value of \(\lambda\) whether the corresponding \(F_i\) values satisfy \(\sum_{i=1}^{N} r_i F_i > 1 - \rho\) or \(\sum_{i=1}^{N} r_i F_i = 1 - \rho\).

While the above method is simple, it involves repeated computations of (unique) roots of sixth-degree polynomials. As an alternative, we may wish to change variables to \(y_i = r_i F_i\), obtaining the formulation:

\[
(P') \min \sum_{i=1}^{N} \beta_i \psi_i \left( \frac{y_i}{r_i} \right) + \sum_{i=1}^{N} K_i \frac{y_i}{r_i},
\]

subject to

\[
\sum_{i=1}^{N} y_i \leq 1 - \rho,
\]

and restrict ourselves to \(y_i\)-values which are integer multiples of a given grid size \(d\) (e.g., \(d = 1\%\) or \(d = 1\%\) of \(i = 1, \ldots, N\)). It is well known (see Gross 1956 and Fox 1958) that this discretized version can be solved by the greedy procedure; starting with \(y_i^0 = d(i = 1, \ldots, N)\); we sequentially increment by one unit of \(d\) a component \(y_i\) for which this increment results in the largest positive reduction of the cost objective (24') and terminate when no such value can be found or when \(\sum_{i=1}^{N} y_i = 1 - \rho\).

The greedy procedure clearly requires at most \(O(N + (1 - \rho)d^{-1})\) elementary operations. Simple and fully polynomial time algorithms for (P') are due to Galil and Megiddo (1979), Frederickson and Johnson (1982), and Groenevelt (1986).

We conclude with a few qualitative observations regarding the solution of (P). First, note that (18') is always binding, i.e., \(\delta = 0\), in the important special case where no external setup costs are incurred, i.e., \(K_i = 0\) for all \(i = 1, \ldots, N\). (In this case, the objective (24) is decreasing in all \(F_i\)-variables.) In other words, in the absence of external setup costs, it never pays to insert idle times. While intuitive, this result may fail to hold for the exact system-wide objective (6), as opposed to its approximation (24), albeit that such failures occur rarely, e.g., under extremely variable setup times. This phenomenon was first pointed out by Sarkar and Zangwill (1991) showing that mean waiting times can sometimes decrease as mean setup or idle times are increased. See also Zangwill (1992, 1994) for further discussion on this phenomenon.

Staying with the important special case of zero external setup costs, we also observe that the optimal vector of the frequencies \((F, \delta)\) is quite insensitive to the specific approximation used in (P), i.e., the solution hardly depends on which of the above described approximations for the newsvendor costs \(\{INV_i\}\) is employed. This follows from the fact that in most practical settings, the \(p_i/h_i\)-ratios of the different items tend to be equal or close to equal; indeed, both the holding cost and backlogging cost rates are often set proportional to the unit cost values of the items. Observe that if all \(p_i/h_i\)-ratios are exactly identical, the \(\beta_i\)-coefficients in Lemma 4 obtained under alternative approximations differ from each other by a proportionality factor only, thus resulting in the same optimal solution for (P) (since all \(K_i = 0\)). Even more generally, the same argument reveals that the relative frequencies \(\{F_i/F_i; i, j = 1, \ldots, N\}\) are unaffected by the specific approximation used in specifying the \(\beta\)-coefficients in (24) as long as both the \(p_i/h_i\)-ratios and the \((K_i/r_i)\)-ratios are (close to) identical. These observations regarding the robustness of the optimal vector of production frequencies instill further comfort in the use of the approximation approach leading up to problem (P).
Observe also that in problems (LB) and (P), the (approximated) cost objective depends on the vector of inserted idle times only via its sum \( \Delta_{\text{tot}} = \sum_{j=1}^{M} \Delta_j = 8C \). Indeed, Federgren and Katalan (1996a) proposition 2 shows for cyclical base-stock policies that this invariance result applies to the exact cost objective; in other words, it suffices, without loss of optimality, to insert a single idle time period and it is immaterial after which of the \( N \) items this idle time period is inserted. The invariance result fails to apply to the exact cost objective for more general periodic base-stock policies, even though partial invariance results continue to apply, see Federgren and Katalan (1996b, corollary 5). In view of the characteristics of the approximating mathematical programs (LB) and (P) we recommend that a single idle time period of length \( 8C \) be inserted at the end of the polling table (with \( \delta^* \) the optimal value of \( \delta \), even when the optimal frequencies result in a noncyclical base-stock policy.

3. PHASE (III): THE ITEM-SEQUENCE IN THE PRODUCTION TABLE

With the table size \( M \) and the item frequencies \( \{M_i\} \) determined in Phases (I) and (II), only the spacing of the items in the table \( T \) needs to be resolved. This is the objective of Phase (III) of our procedure. Several heuristics have been proposed for this problem in other related contexts, in particular, (i) the Golden Ratio heuristic and (ii) a machine (makespan) scheduling heuristic proposed for deterministic ELSPs. As mentioned in Section 1, the former attempts to equalize the number of entries between consecutive appearances of each item in the table while the latter attempts to equalize the times between consecutive production runs of the same item. One can think of this spacing problem as a scheduling problem with \( M \) jobs, the first \( M_1 \) of which are of type 1, the next \( M_2 \) of which are of type 2, et cetera.

More specifically, the Golden Ratio rule associates with job \( k \) an index \( I_k = k\phi^{-1} \mod \log_2 M \) (where \( \phi^{-1} = 0.618034 \)) and sequences the jobs in ascending order of their index values. It appears more appropriate to attempt to equalize the intervisit times \( \{I_{i,j} : j = 1, \ldots, M_j \} \) of the table \( T \). Indeed, Dobson’s (1987) makespan heuristic associates with a strictly lower cost value in (6). Dobson’s heuristic assumes that all \( \{M_i\} \)-frequencies have been rounded to power-of-two integers and conceives of the sequencing problem as a scheduling problem with \( M \) jobs, each with the above described duration, and with \( M^* \) machines where \( M^* = \max_i \{M_i\} \). Dobson’s heuristic can be used instead. This iterative repositioning procedure is terminated after a finite number of iterations since the sequence of optimal cost values associated with the corresponding table \( T \) is monotonically decreasing, thus precluding any cycling phenomena.

4. NUMERICAL STUDY

We conclude this paper with a numerical study designed to test the quality of the proposed heuristics for determining
production schedules. Recall that the optimal production schedule represents an exceedingly difficult combinatorial problem as there are \((N!)^{\frac{N}{2}} N^{M-N}\) potential sequences of a given periodicity \(M (\geq N)\) alone, and the optimal \(M\) value itself may be quite large, resulting in a large number of potential absolute frequency vectors, \((M_i; \Sigma^N_{i=1} M_i = M, M_i \geq 1)\). Therefore, we restrict ourselves to problem instances with at most seven items. As demonstrated above, the heuristics themselves are suitable for systems with scores or hundreds of items.

We have confined ourselves to instances with zero external setup costs for all items (i.e., \(K_i = 0\) for all \(i = 1, \ldots, N\)). Recall that the expression for the average setup cost component in the objective function of \((P')\) (or \((P)\)) is exact. Thus, the approximation of problem \((P')\) is relatively more accurate in the presence of setup costs. By demonstrating that our heuristics come close to identifying optimal periodic base-stock policies for settings without external setup costs, we thus are able to conclude that the same will apply (a fortiori) for general settings with positive setup costs.

In addition to addressing the more limited set of problem instances (18 in total) considered in the setup time problems of Markowitz et al. (1995), we have evaluated 312 additional problem instances which are partitioned into three sets; set 1 (2, 3) consists of 270 (36, 6) problem instances with \(N = 3\) (5, 7); within each set, we vary the total utilization rate \(\rho, \rho \in \{0.15, 0.25, 0.35, 0.45, 0.55, 0.65, 0.75, 0.85, 0.90\}\) in set 1, \(\rho \in \{0.25, 0.45, 0.65, 0.85\}\) in set 2 and \(\rho \in \{0.25, 0.45\}\) in set 3. For a given value of \(\rho\), the demand rates of the individual items are specified by \(\rho_1, \rho_2, \ldots, \rho_N\). Three distinct allocation vectors \(\omega\) are considered so as to cover relatively balanced and two types of unbalanced systems. The ratios of the largest and the smallest \(\rho\)-value are reported in Table I.

Table I  
Ratio of the Largest and the Smallest \(\rho\)-values for \(\omega\)-vectors and \(N\)  

<table>
<thead>
<tr>
<th>(N)</th>
<th>(\omega^{(1)})</th>
<th>(\omega^{(2)})</th>
<th>(\omega^{(3)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.60</td>
<td>5.00</td>
<td>20.00</td>
</tr>
<tr>
<td>5</td>
<td>1.67</td>
<td>7.00</td>
<td>33.00</td>
</tr>
<tr>
<td>7</td>
<td>2.00</td>
<td>5.00</td>
<td>29.00</td>
</tr>
</tbody>
</table>

For each problem instance, we first determine the relative frequency vector \(\{F_i\}\) (Phase (I)) via the mathematical program \((P')\) under the Scarf and Normal approximations. The problem is solved via the greedy procedure with a grid size \(d = 0.001\). The vector of absolute frequencies, \(\{M_i\}\) (Phase (II)) is selected via the simple rounding procedure described in Section 1 with a prespecified precision, \(\eta = 0.25\), and with an upper bound on the maximum table size, \(M_{\text{max}}(M_{\text{max}} = 30, 50, 70\) for \(N = 3, 5, 7\), respectively). To differentiate between the impact of the frequency vector \(\{F_i\}\) (Phases (I) and (II)) and the sequence selection (Phase (III)), we initially determine the production table \(T_i\) via the Golden Ratio procedure exclusively. We denote by \(T_i^S\) and \(T_i^N\) the solutions obtained by the Scarf and Normal approximations, respectively. For each of the two initial solutions, we perform a limited local search among at most \(2N\) neighbors by changing only one of the \(M_i\)-values by \(+1\) or \(-1\) for each \(i (i = 1, \ldots, N)\) at a time. For each production table \(T_i\), we compute the system-wide long-run average cost via the evaluation methods described in Federgruen and Katalan (1996a) and select the one which achieves the minimum cost. We also conduct an extensive local search among all \(3^N\) neighbors in the set \(X^N_{i=1}(M_i - 1, M_i, M_i + 1)\) of each of the two initial solutions and again select the one which minimizes the overall long-run average cost. Let \(T_i^L\) and \(T_i^E\) denote the solution obtained by the limited and extensive local search procedures, respectively.

As mentioned above, determining the true optimal production table and its associated cost is impractical even for systems with only three items. Therefore, we select the best production table within a large neighborhood of our best heuristic solution \(T_i^E\); for systems of size 3 (5, 7) we search among the \(10^3 (5^5, 5^7)\) neighbors in the set \(X^N_{i=1}(1, \ldots, 10)X^N_{i=1}(M_i - 2, M_i - 1, M_i, M_i + 1, M_i + 2)\).

To assess the impact of the sequence selection, we apply a pairwise interchange heuristic to the solution \(T_i^E\). In each iteration we evaluate the cost improvement associated with interchanging each of the pairs of different entries in the table \(T_i\) implementing whichever pairwise interchange results in the best improvement, if any. The procedure terminates with a solution \(T_i^{PP}\) at the first iteration where no improvement can be obtained from a pairwise interchange.

independently and with equal probability \(\frac{1}{n}\). Having determined that a specific service time or switching time variable, \(S_i\) or \(R_i (i = 1, \ldots, N)\) is of one of the four types, we select the parameter(s) associated with this distribution as follows: the mean \(s_i, (r_i)\) is selected uniformly on the interval \([0.25, 1.0]\) \(([1.0, 2.5])\). For Erlang distributions, we select the phase uniformly among the integers between 2 and 10; finally, for a uniform distribution, we select the lower bound of its support uniformly between 0 and the assigned mean. For all problem instances, the inventory holding (backlogging) cost rates, \(h_i (p_i)\), are selected uniformly on the interval \([0.1, 1.0]\([1, 100]\) for all \(i = 1, \ldots, N\).

For each problem instance, we first determine the relative frequency vector \(\{F_i\}\) (Phase (I)) via the mathematical program \((P')\) under the Scarf and Normal approximations. The problem is solved via the greedy procedure with a grid size \(d = 0.001\). The vector of absolute frequencies, \(\{M_i\}\) (Phase (II)) is selected via the simple rounding procedure described in Section 1 with a prespecified precision, \(\eta = 0.25\), and with an upper bound on the maximum table size, \(M_{\text{max}}(M_{\text{max}} = 30, 50, 70\) for \(N = 3, 5, 7\), respectively). To differentiate between the impact of the frequency vector \(\{F_i\}\) (Phases (I) and (II)) and the sequence selection (Phase (III)), we initially determine the production table \(T_i\) via the Golden Ratio procedure exclusively. We denote by \(T_i^S\) and \(T_i^N\) the solutions obtained by the Scarf and Normal approximations, respectively. For each of the two initial solutions, we perform a limited local search among at most \(2N\) neighbors by changing only one of the \(M_i\)-values by \(+1\) or \(-1\) for each \(i (i = 1, \ldots, N)\) at a time. For each production table \(T_i\), we compute the system-wide long-run average cost via the evaluation methods described in Federgruen and Katalan (1996a) and select the one which achieves the minimum cost. We also conduct an extensive local search among all \(3^N\) neighbors in the set \(X^N_{i=1}(M_i - 1, M_i, M_i + 1)\) of each of the two initial solutions and again select the one which minimizes the overall long-run average cost. Let \(T_i^L\) and \(T_i^E\) denote the solution obtained by the limited and extensive local search procedures, respectively.

As mentioned above, determining the true optimal production table and its associated cost is impractical even for systems with only three items. Therefore, we select the best production table within a large neighborhood of our best heuristic solution \(T_i^E\); for systems of size 3 (5, 7) we search among the \(10^3 (5^5, 5^7)\) neighbors in the set \(X^N_{i=1}(1, \ldots, 10)X^N_{i=1}(M_i - 2, M_i - 1, M_i, M_i + 1, M_i + 2)\).

To assess the impact of the sequence selection, we apply a pairwise interchange heuristic to the solution \(T_i^E\). In each iteration we evaluate the cost improvement associated with interchanging each of the pairs of different entries in the table \(T_i\) implementing whichever pairwise interchange results in the best improvement, if any. The procedure terminates with a solution \(T_i^{PP}\) at the first iteration where no improvement can be obtained from a pairwise interchange.
Let $C(T)$ denote the long-run average cost associated with a solution $T$, and $Z_s, Z_N$ the approximated cost obtained in problem (P') under the Scarf- and Normal-approximation, respectively. Let $T_c$ denote the pure cyclical schedule and $COPT$ the cost of the best production table found, i.e., the table found by the extensive search over the $10^3, 55$, or $57$ neighbors of the solution $T_E$. In each set, we have recorded for each problem instance the following performance measures:

$r_1 =$ the ratio between the minimum approximated cost and $COPT$,

$\epsilon_1 =$ the relative optimality gap between the initial solution and $COPT$,

$\epsilon_2 =$ the relative optimality gap between the solution obtained after the limited search and $COPT$,

$\epsilon_3 =$ the relative optimality gap between the solution obtained after the extensive search and $COPT$,

$\epsilon_4 =$ the relative optimality gap between the pure cyclical schedule and $COPT$,

$\Delta_1 =$ the relative improvement obtained after the limited search,

$\Delta_2 =$ the relative improvement obtained after the extensive search,

$\Delta_3 =$ the relative improvement obtained after the pairwise interchange procedure.

Tables II, II, and IV report the averages, standard deviations, and maxima of these performance measures for all categories of problem instances with the same total demand rate, $p$, in sets 1, 2, and 3, respectively, as well as their summary statistics for the entire set. Figures 1 and 2 exhibit the histograms of the four $\epsilon$-optimality gap measures.

Focusing first on the results for systems with three items ($N = 3, set 1$) we observe that the initial solution obtained from the three-phase procedure is on average only slightly better than the cyclical base-stock policy with table $T_c$. However the performance of this initial solution is already significantly more reliable than that of the cyclical policies. The standard deviation of the optimality gap vis-a-vis $COPT$ is more than six times smaller for the initial periodic table as compared to $T_c$.

Our second major observation is that the relatively inexpensive limited local search eliminates most of the optimality gap vis-a-vis $COPT,$ reducing it to an

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$r_1$</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_2$</th>
<th>$\epsilon_3$</th>
<th>$\epsilon_4$</th>
<th>$\Delta_1$</th>
<th>$\Delta_2$</th>
<th>$\Delta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.6864</td>
<td>0.0517</td>
<td>0.0213</td>
<td>0.0132</td>
<td>0.1068</td>
<td>0.0300</td>
<td>0.0080</td>
<td>0.0259</td>
</tr>
<tr>
<td></td>
<td>standard dev</td>
<td>0.2588</td>
<td>0.0522</td>
<td>0.0229</td>
<td>0.0176</td>
<td>0.1146</td>
<td>0.0522</td>
<td>0.0114</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>1.0892</td>
<td>0.2438</td>
<td>0.0749</td>
<td>0.0722</td>
<td>0.4737</td>
<td>0.2390</td>
<td>0.0492</td>
</tr>
<tr>
<td>0.25</td>
<td>0.7396</td>
<td>0.0521</td>
<td>0.0226</td>
<td>0.0099</td>
<td>0.1060</td>
<td>0.0287</td>
<td>0.0125</td>
<td>0.0220</td>
</tr>
<tr>
<td></td>
<td>standard dev</td>
<td>0.2586</td>
<td>0.0668</td>
<td>0.0472</td>
<td>0.0290</td>
<td>0.1138</td>
<td>0.0407</td>
<td>0.0362</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>1.1076</td>
<td>0.2772</td>
<td>0.1865</td>
<td>0.1569</td>
<td>0.4036</td>
<td>0.1398</td>
<td>0.1813</td>
</tr>
<tr>
<td>0.35</td>
<td>0.7327</td>
<td>0.0570</td>
<td>0.0158</td>
<td>0.0073</td>
<td>0.0773</td>
<td>0.0407</td>
<td>0.0084</td>
<td>0.0386</td>
</tr>
<tr>
<td></td>
<td>standard dev</td>
<td>0.2954</td>
<td>0.0547</td>
<td>0.0259</td>
<td>0.0167</td>
<td>0.0741</td>
<td>0.0488</td>
<td>0.0222</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>1.2416</td>
<td>0.2337</td>
<td>0.0960</td>
<td>0.0796</td>
<td>0.2550</td>
<td>0.2282</td>
<td>0.0937</td>
</tr>
<tr>
<td>0.45</td>
<td>0.8094</td>
<td>0.0425</td>
<td>0.0180</td>
<td>0.0047</td>
<td>0.0778</td>
<td>0.0240</td>
<td>0.0132</td>
<td>0.0112</td>
</tr>
<tr>
<td></td>
<td>standard dev</td>
<td>0.2759</td>
<td>0.0409</td>
<td>0.0307</td>
<td>0.0102</td>
<td>0.0598</td>
<td>0.0267</td>
<td>0.0270</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>1.3611</td>
<td>0.1470</td>
<td>0.1157</td>
<td>0.0398</td>
<td>0.1947</td>
<td>0.0959</td>
<td>0.0869</td>
</tr>
<tr>
<td>0.55</td>
<td>0.7845</td>
<td>0.0561</td>
<td>0.0066</td>
<td>0.0012</td>
<td>0.0442</td>
<td>0.0491</td>
<td>0.0049</td>
<td>0.0241</td>
</tr>
<tr>
<td></td>
<td>standard dev</td>
<td>0.2834</td>
<td>0.0479</td>
<td>0.0129</td>
<td>0.0037</td>
<td>0.0525</td>
<td>0.0428</td>
<td>0.0128</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>1.1352</td>
<td>0.1452</td>
<td>0.0459</td>
<td>0.0154</td>
<td>0.1640</td>
<td>0.1366</td>
<td>0.0459</td>
</tr>
<tr>
<td>0.65</td>
<td>0.8148</td>
<td>0.0516</td>
<td>0.0172</td>
<td>0.0059</td>
<td>0.0426</td>
<td>0.0338</td>
<td>0.0131</td>
<td>0.0322</td>
</tr>
<tr>
<td></td>
<td>standard dev</td>
<td>0.3158</td>
<td>0.0524</td>
<td>0.0290</td>
<td>0.0122</td>
<td>0.0634</td>
<td>0.0431</td>
<td>0.0217</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>1.4558</td>
<td>0.1864</td>
<td>0.1380</td>
<td>0.0440</td>
<td>0.3116</td>
<td>0.1549</td>
<td>0.0921</td>
</tr>
<tr>
<td>0.75</td>
<td>0.7283</td>
<td>0.0776</td>
<td>0.0173</td>
<td>0.0061</td>
<td>0.0348</td>
<td>0.0588</td>
<td>0.0111</td>
<td>0.0622</td>
</tr>
<tr>
<td></td>
<td>standard dev</td>
<td>0.2966</td>
<td>0.0885</td>
<td>0.0397</td>
<td>0.0175</td>
<td>0.0516</td>
<td>0.0676</td>
<td>0.0342</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>1.1591</td>
<td>0.2802</td>
<td>0.1726</td>
<td>0.0699</td>
<td>0.2187</td>
<td>0.2120</td>
<td>0.1726</td>
</tr>
<tr>
<td>0.85</td>
<td>0.6778</td>
<td>0.0795</td>
<td>0.0295</td>
<td>0.0127</td>
<td>0.0564</td>
<td>0.0481</td>
<td>0.0161</td>
<td>0.0503</td>
</tr>
<tr>
<td></td>
<td>standard dev</td>
<td>0.2140</td>
<td>0.0911</td>
<td>0.0557</td>
<td>0.0300</td>
<td>0.0620</td>
<td>0.0589</td>
<td>0.0305</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>0.9857</td>
<td>0.3156</td>
<td>0.1983</td>
<td>0.1026</td>
<td>0.1927</td>
<td>0.2078</td>
<td>0.1010</td>
</tr>
<tr>
<td>0.90</td>
<td>0.6443</td>
<td>0.0629</td>
<td>0.0079</td>
<td>0.0047</td>
<td>0.0292</td>
<td>0.0544</td>
<td>0.0031</td>
<td>0.0628</td>
</tr>
<tr>
<td></td>
<td>standard dev</td>
<td>0.2459</td>
<td>0.0766</td>
<td>0.0253</td>
<td>0.0202</td>
<td>0.0379</td>
<td>0.0671</td>
<td>0.0101</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>1.0028</td>
<td>0.2799</td>
<td>0.1283</td>
<td>0.1060</td>
<td>0.1283</td>
<td>0.2333</td>
<td>0.0453</td>
</tr>
</tbody>
</table>

Set 1 mean | 0.7353 | 0.0590 | 0.0174 | 0.0073 | 0.0639 | 0.0408 | 0.0099 | 0.0333 |
| Set 1 standard dev | 0.1056 | 0.0129 | 0.0080 | 0.0059 | 0.0784 | 0.0211 | 0.0021 | 0.0048 |
| Set 1 max | 1.4558 | 0.3156 | 0.1983 | 0.1569 | 0.4737 | 0.2390 | 0.1813 | 0.4474 |
average of 1.74%. (See the summary statistics for the measures $e_2$ and $A_2$.) The same relative comparisons apply to set 2 for systems with $N = 5$ items and the more limited set 3 for the case where $N = 7$. Note however that in set 2 the cyclical base-stock policy is on average 11.15% more costly than $COPT$ while the initial table found by the three-phase procedure is on average 8.56% more costly.

The histograms in Figures 1 and 2 show that the average optimality gap between $TL$ or $TE$ and $COPT$, i.e., the average value of $E_2$ and $E_3$, is in fact biased upward due to the tail of the distributions: for example, in set 1, the limited search eliminates the complete optimality gap vis-à-vis $COPT$ in more than 50% of the problem instances.

The above results gauge the impact of determining appropriate production frequencies. Additional improvements can be achieved by altering the sequence in which the items are produced in the production table. The pairwise interchange procedure achieves in set 1 ($N = 3$), on average, a 3.33% reduction of the cost achieved under the table $TL$ and an average cost reduction of 4.66% for set 2 ($N = 5$).

We note, in addition that the above discussed relative performance of the different heuristics for Phases I and II, i.e., the cost the initial solutions ($T^S$, $T^N$), the cyclical table $T^C$, the solutions obtained after the limited and the extensive search $T^E$ and $T^F$, as well as $COPT$, are relatively insensitive to the total utilization rate $\rho$; no specific patterns are apparent as $\rho$ is varied from 0.15 to 0.9 in set 1 and from 0.25 to 0.85 in set 2.

On the other hand the potential for cost improvements due to alterations in the sequence in which the items are produced, tends to increase as $\rho$ increases reflecting the fact that in systems with a high utilization rate $\rho$, the lengths and variabilities of the intervisit times $\{I_{i,j}\}$ for a given item $i$ have a larger impact on system-wide performance.

We now turn to the eighteen problem instances considered in the “setup time” problem study of Markowitz et al. (1995). Fourteen of the 18 instances have $N = 2$ items. For these 14 instances, the authors report that cyclic base-stock policies exhibit an average optimality gap of 11.1%, as opposed to an average optimality gap of 6.5% for their proposed dynamic cyclic policies. (The cyclical base-stock policies are referred to as “generalized base stock policies” and represent a slight variant of the cyclical base-stock policies considered here; after setting up for a given item, one starts production only if its inventory level is at least $y$ units below the base stock level and idles otherwise. The same minimum batch size $y$ is used for all items. Partially based on the results mentioned below, we conjecture that little, if anything, is gained by the adoption of these minimum batch sizes as compared to static idle times.) The incremental 4.6% optimality gap is somewhat

---

### Table III

**Set 2, $N = 5$**

<table>
<thead>
<tr>
<th>$\rho$, $\omega$</th>
<th>$r_1$</th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25, 1</td>
<td>0.6438</td>
<td>0.0388</td>
<td>0.0243</td>
<td>0.0000</td>
<td>0.0749</td>
<td>0.0141</td>
<td>0.0243</td>
<td></td>
</tr>
<tr>
<td>0.25, 2</td>
<td>0.7367</td>
<td>0.0098</td>
<td>0.0014</td>
<td>0.0000</td>
<td>0.0108</td>
<td>0.0083</td>
<td>0.0014</td>
<td></td>
</tr>
<tr>
<td>0.25, 3</td>
<td>0.7533</td>
<td>0.0026</td>
<td>0.0026</td>
<td>0.0012</td>
<td>0.0066</td>
<td>0.0000</td>
<td>0.0013</td>
<td></td>
</tr>
<tr>
<td>0.45, 1</td>
<td>0.5333</td>
<td>0.0258</td>
<td>0.0048</td>
<td>0.0004</td>
<td>0.0552</td>
<td>0.0209</td>
<td>0.0043</td>
<td></td>
</tr>
<tr>
<td>0.45, 2</td>
<td>0.5887</td>
<td>0.0260</td>
<td>0.0040</td>
<td>0.0025</td>
<td>0.0501</td>
<td>0.0219</td>
<td>0.0015</td>
<td></td>
</tr>
<tr>
<td>0.45, 3</td>
<td>0.8379</td>
<td>0.0157</td>
<td>0.0157</td>
<td>0.0063</td>
<td>0.0260</td>
<td>0.0000</td>
<td>0.0095</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>0.6857</td>
<td>0.0198</td>
<td>0.0088</td>
<td>0.0018</td>
<td>0.0373</td>
<td>0.0109</td>
<td>0.0071</td>
<td></td>
</tr>
<tr>
<td>stdev</td>
<td>0.1087</td>
<td>0.0130</td>
<td>0.0092</td>
<td>0.0024</td>
<td>0.0271</td>
<td>0.0098</td>
<td>0.0090</td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>0.8379</td>
<td>0.0389</td>
<td>0.0243</td>
<td>0.0063</td>
<td>0.0750</td>
<td>0.0219</td>
<td>0.0243</td>
<td></td>
</tr>
</tbody>
</table>

---

### Table IV

**Set 3, $N = 7$**

<table>
<thead>
<tr>
<th>$\rho$, $\omega$</th>
<th>$r_1$</th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
<th>$A_1$</th>
<th>$A_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25, 1</td>
<td>0.6438</td>
<td>0.0388</td>
<td>0.0243</td>
<td>0.0000</td>
<td>0.0749</td>
<td>0.0141</td>
<td>0.0243</td>
</tr>
<tr>
<td>0.25, 2</td>
<td>0.7367</td>
<td>0.0098</td>
<td>0.0014</td>
<td>0.0000</td>
<td>0.0108</td>
<td>0.0083</td>
<td>0.0014</td>
</tr>
<tr>
<td>0.25, 3</td>
<td>0.7533</td>
<td>0.0026</td>
<td>0.0026</td>
<td>0.0012</td>
<td>0.0066</td>
<td>0.0000</td>
<td>0.0013</td>
</tr>
<tr>
<td>0.45, 1</td>
<td>0.5333</td>
<td>0.0258</td>
<td>0.0048</td>
<td>0.0004</td>
<td>0.0552</td>
<td>0.0209</td>
<td>0.0043</td>
</tr>
<tr>
<td>0.45, 2</td>
<td>0.5887</td>
<td>0.0260</td>
<td>0.0040</td>
<td>0.0025</td>
<td>0.0501</td>
<td>0.0219</td>
<td>0.0015</td>
</tr>
<tr>
<td>0.45, 3</td>
<td>0.8379</td>
<td>0.0157</td>
<td>0.0157</td>
<td>0.0063</td>
<td>0.0260</td>
<td>0.0000</td>
<td>0.0095</td>
</tr>
<tr>
<td>mean</td>
<td>0.6857</td>
<td>0.0198</td>
<td>0.0088</td>
<td>0.0018</td>
<td>0.0373</td>
<td>0.0109</td>
<td>0.0071</td>
</tr>
<tr>
<td>stdev</td>
<td>0.1087</td>
<td>0.0130</td>
<td>0.0092</td>
<td>0.0024</td>
<td>0.0271</td>
<td>0.0098</td>
<td>0.0090</td>
</tr>
<tr>
<td>max</td>
<td>0.8379</td>
<td>0.0389</td>
<td>0.0243</td>
<td>0.0063</td>
<td>0.0750</td>
<td>0.0219</td>
<td>0.0243</td>
</tr>
</tbody>
</table>
inflated by the fact that dynamic cyclic policies allow for preemption while base stock policies do not. Note that with \( N = 2 \) items, only the cyclical sequence is relevant, i.e., no improvements can be expected from a noncyclical item sequence.

The remaining four instances have \( N = 5 \) items. Two of these are symmetric, i.e., the items have identical characteristics. Here the authors report that the generalized base-stock policies (slightly) outperform the proposed dynamic cyclic policies. Below in Table V, we show that the

![Figure 1. Distribution of relative error set 1, \( N = 3 \).](image1)

![Figure 2. Distribution of relative error set 2, \( N = 5 \).](image2)
same applies to the standard cyclic base stock policies. Clearly, for symmetric instances, the cyclical sequence is optimal among all periodic sequences.

This leaves us with two asymmetric instances with \( N = 5 \) items. Even in these two instances, all items share identical demand rates, setup times and production time distributions, and zero setup costs i.e., they differ only in their holding and backlogging cost rates: \( h_i = i, i = 1, \ldots, 5 \) and \( p_i = 5h_i \) for the first [second] instance. For these two instances the cyclic base stock policy is 5.2% and 6.0% more expensive than the proposed dynamic cyclic policy. (Note that the standard cyclical base stock policy is again somewhat cheaper than the generalized cyclic base stock policy.) On the other hand, the nonperiodic sequence \( (5,1,2,5,3,4) \) is indeed found by our three-policy. (Note that the standard cyclical base stock policy is optimal among all periodic sequences. Clearly, for symmetric instances, the cyclical sequence is optimal among all periodic sequences. This vector and the corresponding sequence \( (5, 1, 2, 5, 3, 4) \) is indeed found by our three-phase heuristic.
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### Table V

Comparison for the Five-item Cases with Markowitz et al. (1995) (MRW)

<table>
<thead>
<tr>
<th>( p_i h_i ) ratio</th>
<th>Cost Structure</th>
<th>Cost of Dynamic Policy (MRW)</th>
<th>Cost of Standard Cyclic Base-stock Policy (MRW)</th>
<th>Cost of Periodic Base-stock Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Symmetric</td>
<td>215.4 (±4.9)</td>
<td>214.1 (±2.6)</td>
<td>214.3</td>
</tr>
<tr>
<td>10</td>
<td>Symmetric</td>
<td>264.7 (±10.4)</td>
<td>260.2 (±4.7)</td>
<td>260.6</td>
</tr>
<tr>
<td>5</td>
<td>Asymmetric</td>
<td>610.8 (±8.9)</td>
<td>661.0 (±9.1)</td>
<td>642.7</td>
</tr>
<tr>
<td>10</td>
<td>Asymmetric</td>
<td>737.4 (±18.7)</td>
<td>791.7 (±16.1)</td>
<td>781.9</td>
</tr>
</tbody>
</table>
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