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COMPARING MARKOV CHAINS SIMULATED IN PARALLEL

PAUL GLASSERMAN*
Columbia Business School, 403 Uris Hall, New York, New York 10027

PIROOZ VAKILI**
Manufacturing Engineering Department, Boston University, Boston, Massachusetts 02215

We investigate the dependence induced among multiple Markov chains when they are simulated in parallel using a shared Poisson stream of potential event occurrences. One expects this dependence to facilitate comparisons among systems; our results support this intuition. We give conditions on the transition structure of the individual chains implying that the coupled process is an associated Markov chain. Association implies that variance is reduced in comparing increasing functions of the chains, relative to independent simulations, through a routine argument. We also give an apparently new application of association to the problem of selecting the better of two systems from limited data. Under conditions, the probability of incorrect selection is asymptotically smaller when the systems compared are associated than when they are independent. This suggests a further advantage to linking multiple systems through parallel simulation.

1. INTRODUCTION

Most work on parallel simulation stresses efficiency in evaluating the performance of a single system. The implications of parallelism for the comparison
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**Research supported by NSF grants DDM-9215368 and EID-9212122.
of several systems have received less attention; exceptions include Heidelberger and Nicol [9], Ho, Sreenivas, and Vakili [10], and Vakili [19]. When multiple systems are simulated together, in parallel, their outputs often become dependent, and this dependence must be considered in the statistical evaluation of comparisons.

Our purpose here is to examine the dependence introduced among multiple Markov chains when they are coupled through parallel simulation. One expects this dependence to facilitate comparisons; we give conditions that validate this intuition. Our model of parallelism is rather simple: we assume that each chain is uniformizable and that the various chains share a single Poisson stream of potential event times; this is the method of Vakili [19]. It seems reasonable to expect our results to extend, at least qualitatively, to other implementations based on uniformization, such as those described in Heidelberger and Nicol [9].

Our results are based on conditions ensuring that the coupled process obtained by simulating multiple chains in parallel is an associated Markov chain. Association is a strong form of positive dependence, implying that all increasing functions of the various chains are positively correlated. Our use of association in this setting is similar to that in the analysis of common random numbers of Heidelberger and Iglehart [8] and Glasserman and Yao [5], but the conditions used here are quite different from the ones in those papers. A key difference is that we establish association by directly examining the transition structure of the coupled chain, rather than by attempting to show that the coupled process is an increasing function of i.i.d. random variables. A principal contribution of this paper is to identify conditions on the individual chains ensuring that the coupled chain is associated.

It is easy to show that a class of comparisons are statistically more efficient when the different chains are associated than when they are independent. This is one sense in which the coupling induced by parallel simulation is advantageous. We introduce another sense. Suppose the goal is to select the system with the best performance. Under reasonable assumptions, the probability of failing to select the best system from finite simulation runs vanishes exponentially as the number of runs grows. For pairwise comparisons, we argue that when the systems compared are associated, the exponential rate is at least as great as when they are independent.

Section 2 formalizes our model of parallel simulation. Section 3 reviews association and its connection with monotone Markov chains. Section 4 puts conditions on the transition structure of individual chains ensuring that the coupled chain is associated. Section 5 looks at the implications of association for correctly selecting the better of two systems.

A preliminary version of this paper appeared in the Proceedings of the Winter Simulation Conference (Glasserman and Vakili [4]). This paper extends the earlier one in several respects, most notably in Section 5.

2. MARKOV CHAINS SIMULATED IN PARALLEL

In this section we describe a mechanism for simulating $M$ Markov chains in parallel. The basic idea is to use a single shared clock that drives all chains simultaneously. The justification for this construction of chains is the well-known uniformization procedure. We begin with a brief review of this procedure.

2.1. Uniformization

Let $X = \{X_n, t \geq 0\}$ be a continuous-time Markov chain (CTMC) on a (finite or countable) set $S$. Denote by $Q_{ij}$ the rate of transition from state $i$ to state $j$, and let $q_i = -Q_{ii}$ be the total rate of transition out of $i$. We assume that $Q$ is bounded (i.e., uniformizable), meaning that $\sup q_i < \infty$. Given that the chain is in some state, say $s$, it remains in that state for a duration that is exponentially distributed with mean $q_i^{-1}$. These sojourn times of the chain in states can be uniformized by appropriately introducing extra fictitious transitions from states to themselves. The inter-event times can thus be made an i.i.d. sequence of exponential random variables independent of the states of the chain.

More precisely, let $X = \{X_n, t \geq 0\}$ be a CTMC with infinitesimal generator $Q$ bounded by $\Lambda$. Let $N^A = \{N_n, t \geq 0\}$ be a Poisson process with rate $\Lambda$ and $Y = \{Y_n, n \geq 0\}$ a discrete-time Markov chain (DTMC) with transition probability matrix $P = I + \Lambda^{-1}Q$ (where $I$ is the identity), with $N^A$ and $Y$ mutually independent. If $X_0$ has the distribution of $Y_0$, then $\{X_n, t \geq 0\}$ and $\{Y_n, t \geq 0\}$ are equal in law. The Poisson process $N^A$ determines the (potential) state transition epochs of the CTMC $X$, while the state transitions are determined by the DTMC $Y$. Multiple Markov chains simulated in parallel can use the same dominating Poisson process.

2.2. Simulating One Markov Chain

Before discussing simulation of multiple Markov chains, we describe a specific representation of the uniformized chain that corresponds to the simulation implementation discussed in this paper.

Our central assumption is that all state transitions can be classified into finitely many types of events where the current state and the event type determine the next state, in general probabilistically. The only restriction this imposes is that there be an upper bound on the number of transitions out of any state. This additional structure is often present in many physically meaningful models but is suppressed by the matrix $Q$. It is worth mentioning that the following representation is not unique. Several representations of the same chain can be defined, some more appropriate than others for specific purposes.

As before, let $S$ denote the state space. Let $E = \{e^1, \ldots, e^K\}$ be the set of events, with $K$ finite. To model probabilistic transitions explicitly, we assume
that to each event $e$ and each $u \in [0,1]$, there corresponds a state transition function

$$f_{(e,u)} : S \rightarrow S,$$

with the interpretation that event $e$ and random number $u$ change the system state from $s$ to $f_{(e,u)}(s)$. Notice that $f_{(e,u)}$ is defined on all of $S$. If event $e$ is not active in state $s$, then $f_{(e,u)}(s) = s$, corresponding to a null transition.

For each event $e^i$, let $\lambda_i$ be the maximum possible rate of event $e^i$ and $N^\lambda_i$ a Poisson process with rate $\lambda_i$, dominating the instances of $e^i$. These Poisson processes are assumed to be independent. The superposition of these processes is a Poisson process $N^\Lambda$ with rate $\Lambda = \sum_{i=1}^K \lambda_i$, and the original process can be recovered by thinning $N^\Lambda$ (with probability $\lambda_i/\Lambda$) to recover $N^\lambda_i$. This leads to the following model of the simulation clock.

Let $(\tau_n, (e_n, u_n)) = ((\tau_n, (e_n, u_n)), n \geq 0)$ be a marked Poisson process, where $\tau_n = (\tau_n, n \geq 0)$ is the sequence of arrival instances of $N^\Lambda$, and $(e_n, u_n), n \geq 0$ is an i.i.d. sequence of random vectors, independent of the Poisson process $N^\Lambda$, such that $e_n \in E$, $P(e_n = e^i) = \lambda_i/\Lambda$, and $u_n$ is uniformly distributed on $[0,1]$. $\Lambda$ is the rate at which the clock ticks, $\tau_n$ is the $n$th tick of the clock, $e_n$ is the type of event that occurs at the $n$th tick of the clock, and $u_n$ is the random variable used to generate the $n$th state transition.

Given initial state $Y_0 = X_0$, the state of the system evolves as follows:

$$Y_n = f_{(e_n,u_n)} \cdot f_{(e_{n-1},u_{n-1})} \cdots f_{(e_1,u_1)}(X_0)$$

and

$$X_t = \sum_{n=0}^\infty Y_n I(\tau_n \leq t < \tau_{n+1}), \text{ for } t \geq 0.$$

To illustrate we give some examples. We return to these in subsequent sections.

**Example 1:** Consider a tandem queueing network consisting of $K$ exponential servers, the $i$th having rate $\mu_i$. Assume a Poisson stream of arrivals (with rate $\lambda$) to the network. Let $B_i$ be the buffer space (including the space at the server) preceding server $i + 1$ ($B_1 = \infty$, $i = 1, \ldots, K$). Assume service at a server does not begin if the immediate downstream buffer is full (the so-called communication blocking). In this case, we may take $S = \{x_1, \ldots, x_K; 0 \leq x_i \leq B_i\}$, $E = \{a, d_i; i = 1, \ldots, K\}$, where $a = \text{arrival to the network}$ and $d_i = \text{departure from server } i$.

**Example 2:** Consider a reliability system consisting of $K$ binary components, i.e., the state space of the system is $S = \{0,1\}^K$. Assume the lifetime of each component is exponentially distributed (with rate $\lambda_i$ for component $i$) and that there are $m$ repair facilities for repairing failed components (using some scheduling scheme for the order in which failed components are repaired). Assume the repair times of the components are exponentially distributed, with rate $\mu_j$ for resource $j$. Let $X_t = (x_1(t), \ldots, x_K(t))$ be the state of the system at time $t$. Note that the processes $\{x_i(t); i = 0\}$, $i = 1, \ldots, K$, may be dependent due to, e.g., a limited number of repair facilities or the policy used to repair components. We assume that the process $X = \{X_t; t \geq 0\}$ is Markov. In this case, let $E = \{e_1, r_j; i = 1, \ldots, K, j = 1, \ldots, m\}$, with $e_i = \text{failure of component } i$ and $r_k = \text{end of repair of a component by repair facility } k$. The rates of events are as already given.

### 2.3. Simulating Multiple Markov Chains

We now use the preceding construction to simulate $M$ Markov chains simultaneously. Let

$$S^j = \text{the state space of system } j,$$

$$E^j = \text{event set of system } j,$$

and

$$f_{(e,u)}^j = \text{state transition rule for event } e \text{ in system } j.$$

By possibly enlarging some event sets, we can always assume (as above) that all $M$ systems have the same event sets.

Define $F_{(e,u)} : \prod_1^M S^j \rightarrow \prod_1^M S^j$ componentwise:

$$F_{(e,u)}(x^1, \ldots, x^M) = (f_{(e,u)}^1(x^1), \ldots, f_{(e,u)}^M(x^M)).$$

Given $X_0 = (X_0^1, \ldots, X_0^M)$, define $X = \{X_t; t \geq 0\}$ on $S \subseteq \prod_1^M S^j$ by

$$Y_n = F_{(e_n,u_n)} \cdot F_{(e_{n-1},u_{n-1})} \cdots F_{(e_1,u_1)}(X_0)$$

and

$$X_t = \sum_{n=0}^\infty Y_n I(\tau_n \leq t < \tau_{n+1}), \text{ for } t \geq 0.$$

This construction defines a coupling of the $M$ chains with each component process $X^j$ having the correct marginal probability law. In general, the state space $S$ of $\{X_t; t \geq 0\}$ is a strict subset of $\prod_1^M S^j$.

A note on implementation is in order. The preceding construction can easily be implemented in a variety of computational environments. In this model of simulation, at each tick of the clock, the present time (i.e., $\tau_n$), the type of the event (i.e., $e_n$), and the uniform variate (i.e., $u_n$) are announced to all systems. In a serial implementation on a single processor, $F_{(e,u)}(x^1, \ldots, x^M)$ is implemented sequentially in a loop that executes $f_{(e,u)}^j(x^j)$ for $j = 1, \ldots, M$. In a parallel implementation, $F_{(e,u)}(x^1, \ldots, x^M)$ is implemented in a distributed fashion where each $f_{(e,u)}^j(x^j)$ (or possibly a group of them) is executed at a separate processor simultaneously and in parallel. In a single-instruction, multiple-data (SIMD) implementation, the clock is implemented at the front-end computer and each $f_{(e,u)}^j(x^j)$ is executed at a processor of the SIMD
machine. At each tick of the clock, the time, type of event, and the uniform variate are broadcast to all processors. The processors then execute their respective $f_{(i,j)}(x)$ in a SIMD fashion. For further discussion on the computational aspects of this approach, see Vakili [19].

Example 1 (continued): Multiple versions of the tandem queueing network of Example 1 can be considered that differ in their service rates, number of buffers, or arrival rate. Let $\lambda^j$ be the rate of arrival and $\mu_i^j$ the service rate of the $i$th server at the $j$th version of the network. The rates of these events at the shared clock are, respectively, $\lambda = \max\{\lambda^j; j = 1, \ldots, M\}$ and $\mu_i = \max\{\mu_i^j; j = 1, \ldots, M\}$.

Example 2 (continued): Consider different versions of the reliability system of Example 2 where the differences between versions are, e.g., in rates of failures of components, repair rates, number of components or repair facilities, or the scheduling policy for repairing components. If $\lambda^j$ and $\mu_k^j$ are the rates of events $e_j$ and $r_k$ at version $j$, then the rates of these events at the shared clock are, respectively, $\lambda = \max\{\lambda^j; j = 1, \ldots, M\}$ and $\mu_k = \max\{\mu_k^j; j = 1, \ldots, M\}$.

We now turn our attention to another potential advantage of this approach and to the main question we address in this paper. Because the $M$ chains are simulated simultaneously and in parallel, it is possible to compare their performance simultaneously and in parallel. Does coupling the chains facilitate their comparison compared to, say, simulating them independently?

Let $L^i$ be a sample statistic from a simulation of system $i$. Then

$$\text{Var}[L^i - L^j] = \text{Var}[L^i] + \text{Var}[L^j] - 2 \text{Cov}[L^i, L^j].$$

To the extent that the coupling introduces positive covariance among the sample statistics, it reduces variance in (pairwise) comparisons, relative to independent simulations.

Equation (1) motivates an examination of when (and in what sense) Markov chains simulated with a shared clock are positively dependent. In particular, we develop conditions for these chains to exhibit association, a strong type of positive dependence. Association implies variance reduction in the setting of Eq. (1) and related comparisons. In Section 5 we investigate another dividend of association.

3. ASSOCIATION AND MARKOV CHAINS

We now review some basic properties of association and conditions for a Markov chain to be associated. Association was introduced in Esary, Proschan, and Walkup [2] as a property of sets of (real-valued) random variables: they defined the random variables $\{X_1, \ldots, X_n\}$ to be associated if all increasing functions of these variables are positively correlated, i.e., if

$$\text{Cov}[f(X_1, \ldots, X_n), g(X_1, \ldots, X_n)] \geq 0$$

for all increasing $f$ and $g$ for which the covariance exists. Esary et al. [2] summarized simple properties of associated random variables. Among these are the following: subsets of associated random variables are associated, independent random variables are associated, increasing functions of associated random variables are associated, and a set consisting of a single random variable is associated. Association has proved to be a useful condition in many settings, including reliability, interacting particle systems, and the analysis of variance reduction techniques.

The utility of association is enhanced through a connection with a class of Markov chains. Daley [1] defined a Markov chain on $\mathbb{R}$ to be monotone if its transition kernel $P$ satisfies

$$x \leq y \Rightarrow P(x, [z, \infty[) \leq P(y, [z, \infty[), \quad \forall z \in \mathbb{R}.$$  \hspace{1cm} (2)

He noted that a monotone Markov chain $\{X_n, n \geq 0\}$ is an associated sequence, in the sense that all finite subsets of $\{X_n, n \geq 0\}$ are associated. The condition in Eq. (2) could alternatively be written as $P(X_i \geq z | X_0 = x) \leq P(X_i \geq z | X_0 = y)$ whenever $x \leq y$. An equivalent characterization is that $E[f(X_i) | X_0 = x]$ is an increasing function of $x$ for all bounded, increasing functions $f$. In some ways the most natural characterization is this: a Markov chain on $\mathbb{R}$ is monotone if for any pair $(x, y)$ in $\mathbb{R}$ with $x \leq y$ it is possible to construct two copies of the chain, $\{X_n^0, n \geq 0\}$ and $\{X_n^0, n \geq 0\}$ with $X_0^0 = x$ and $X_0^0 = y$, such that $X_n^0 \leq X_n^0$ for all $n$. Just such a construction, starting from an i.i.d. sequence of uniform random variables, is carried out in Heidelberger and Iglehart [8] as part of their analysis of common random numbers. Because this construction transforms independent random variables monotonically to $\{X_n, n \geq 0\}$, it actually proves that a monotone Markov chain is an associated sequence.

Analogous properties and definitions apply in continuous time. A Markov process $\{X_t, t \geq 0\}$ on $\mathbb{R}$ is monotone if for all $0 \leq t_1 < t_2$ the transition kernel $P_{t_1, t_2}$ given by $P_{t_1, t_2}(x, A) = P(X_t \in A | X_{t_1} = x)$ is monotone in the sense of Eq. (2). This condition admits a sample-path interpretation just like that already given for discrete-time chains. Any finite subset of a monotone Markov process is associated, so in this sense monotone Markov processes are associated processes. For Markov processes on finite sets, Keilson and Kester [13] gave conditions on the infinitesimal generator for monotonicity.

If we simulate $M$ Markov processes $\{X^i_t, t \geq 0\}, i = 1, \ldots, M$, in parallel, the resulting coupled process $\{(X^1_t, \ldots, X^M_t), t \geq 0\}$ will often be a Markov process, as well. In particular, this holds using the set-up of Section 2.3. Even if each $X^i$ is a scalar process, the coupled process is vector-valued, so we need conditions for association in higher dimensions.

We restrict attention to subsets of $\mathbb{R}^d$, although most properties we discuss apply to more general partially ordered sets. We assume $\mathbb{R}^d$ is endowed with a partial order $\leq$, which need not be the usual componentwise order, although it often will be. A set $A$ is called an upper set (with respect to $\leq$) if $x \in A$ and
4. ASSOCIATION OF PARALLEL MARKOV CHAINS

Let \( X^1, \ldots, X^M \) be \( M \) Markov chains as in Section 2, \( X^j \) having countable state space \( S^j \). Each \( S^j \) is assumed to be partially ordered. To avoid cumbersome notation, we use \( \leq \) to denote the partial order on all state spaces. These partial orders are not necessarily identical (nor are the \( S^j \)’s). Let \( X = (X^1, \ldots, X^M) \) be the coupled process on \( S = \Pi_{m=1}^M S^j \) as defined in Section 2. We assume that the partial order on \( S \) is the componentwise order, which we also denote by \( \leq \).

4.1. Conditions for Association

We derive our result on the association of the coupled chain by focusing on the transition kernels. We begin with the following lemma that establishes a useful relation between properties of the generator of a continuous-time chain and the transition kernel of the corresponding uniformized discrete-time chain.

**Lemma 4.1:** Assume that a generator \( Q \) and a transition kernel \( P \) are related via \( P = I + \Lambda^{-1}Q \), \( I \) the identity matrix. Then,

(i) if \( P \) is up-down, \( Q \) is up-down.

(ii) if \( P \) is monotone, \( Q \) is monotone.

**Proof:** From \( Q(x, y) > 0 \), it follows that \( x \neq y \). Note that for \( x \neq y, P(x, y) = \Lambda Q(x, y) \) and \( Q(x, y) > 0 \) implies \( P(x, y) > 0 \). Since \( P \) is up-down, \( P(x, y) > 0 \) yields \( x \geq y \) or \( y \geq x \). Therefore \( Q(x, y) > 0 \) implies \( y \geq x \) and, hence, \( Q \) is up-down. This proves condition (i).

Assume that \( x \leq y \), \( A \) is an upper set, and \( x, y \in A \) or \( x, y \in \complement A \). Clearly, \( I(x, A) = I(y, A) \). Hence, \( P(x, A) \leq P(y, A) \) yields

\[
Q(x, A) = \Lambda (P(x, A) - I(x, A)) \leq \Lambda (P(y, A) - I(y, A)) = Q(y, A);
\]

therefore, \( P \) monotone \( (x \leq y \Rightarrow P(x, A) \leq P(y, A)) \) implies \( Q \) monotone, and condition (ii) is proved.

Consider a single Markov chain defined via the representation in Section 2. Define \( f_e = f_{(e, u)} \) to be up-down if either \( f_{(e, u)}(x) \leq x \) for all \( x \in S \) and all \( u \in [0, 1] \), or \( f_{(e, u)}(x) \geq x \) for all \( x \in S \) and all \( u \in [0, 1] \). Define \( f_e \) to be increasing if \( x \leq y \) implies \( f_{(e, u)}(x) \leq f_{(e, u)}(y) \) for all \( u \in [0, 1] \).

**Lemma 4.2:** If \( f_e \) is increasing and up-down for all \( e \in E \), then the transition kernel \( P \) for the discrete-time process \( Y_n, n \geq 0 \) is up-down and monotone.

**Proof:** For \( x, z \in S \), define \( P_{(e, u)}(x, z) \) by

\[
P_{(e, u)}(x, z) = \begin{cases} 
1 & \text{if } f_{(e, u)}(x) = z \\
0 & \text{if } f_{(e, u)}(x) \neq z 
\end{cases}
\]

and \( P_e(x, z) \) by
direction on $S$, then the coupled process $X = (X^1, \ldots, X^M)$ is associated for all associated initial distributions.

**Proof:** Because the partial order on $S$ is the componentwise order, it is trivial to verify that $f^i_j$ increasing for $1 \leq j \leq M$ implies that $F_i$ is increasing. The up-down property extends the same way from $f^i_j$ to $F$. Hence, by Lemma 4.2 $X$ is associated.

**Example 1 (continued):** Consider $M$ versions of the tandem queueing network introduced in Section 2.2. Let $S^i = \{x^i = (x_{1}^{i}, \ldots, x_{K}^{i}) \mid 0 \leq x_{r}^{i} \leq B_{r}^{i} \}$ be the state space of the $i$th network. Define the following partial order on $S^i$: $x^{i} \leq x^{i'}$ if and only if $\sum_{r=1}^{K} x_{r}^{i} \leq \sum_{r=1}^{K} x_{r}^{i'}$, $r = 1, \ldots, K$. For tandem queueing networks this partial order is a useful one; e.g., in this setting the departure intensity of the network is an increasing function. With respect to this partial order all departure events cause a “down” move and the arrival event causes an “up” move. Moreover, it is simple to verify that the state transition functions associated with the events are all increasing. Using a shared clock, as in Section 2.3, any clock event, say $e_u$, will be a departure event from the same server at all networks or an arrival event at all networks (in both cases the event may be a fictitious event at some networks). Hence, the transition functions corresponding to all events are up-down in the same direction on the state space of the coupled chain, $S$, and the conditions of Theorem 4.4 are satisfied.

**Example 2 (continued):** Consider $M$ versions of the reliability system introduced in Section 2.2. Let $S^i = \{0, 1\}^{K_i}$ be the state space of the $i$th system. Define the following partial order on $S^i$: $x^{i} \leq x^{i'}$ if and only if $x_{i}^{i} \leq x_{i}^{i'}$, $i = 1, \ldots, K_i$. With respect to this partial order, all failure events cause a “down” move and all repair events cause an “up” move. Assuming that the component failures within each system occur independently of each other, it is easy to verify that for all failure events, $e_{u}$, $f^i_{e}$ is increasing. Assume that the repair scheduling policy at each system is such that the transition functions associated with the repairs are also increasing (this is not automatically guaranteed for all repair policies). Again, using a shared clock that synchronizes events across systems such that the same event occurs at all systems at the same time ensures that the transition functions corresponding to all events are up-down in the same direction on the state space of the coupled chain, $S$, and the conditions of Theorem 4.4 are satisfied.

We now point out an easy consequence of association. Suppose $L^i$ is an increasing real-valued function of $\{X_t^i, t \geq 0\}$, interpreted as a cost or performance measure for system $i$. Then, association of $\{X_t, t \geq 0\}$ implies that $L^i$ and $L^j$ are positively correlated, for all $i$ and $j$. Via Eq. (1), we get the following corollary.

**Corollary 4.5:** If $L^i$, $i = 1, \ldots, M$, is an increasing function of $\{X_t^i, t \geq 0\}$, then under the conditions of Theorem 4.4, $\text{Var}[L^i - L^j] \leq \text{Var}[L^i] + \text{Var}[L^j]$. Thus, coupling the chains reduces variance compared to independent simulation.
4.2. Discrete-Time Conversion

A common use of uniformization in the context of simulation of Markov chains is discrete-time conversion. We give a brief description and refer to Fox and Glynn [3] for details.

Let $X = \{X_t; t \geq 0\}$ be a CTMC and let $\{Y_n; n \geq 0\}$ be a corresponding uniformized discrete-time chain. Consider a finite deterministic horizon, $[0, T]$. Let $N = N_T$ be the number of events during $[0, T]$. Let $t_i = \tau_i - \tau_{i-1}$, $i = 1, \ldots, N$ and $t_{N+1} = T - \tau_N$. Let $g: S \rightarrow \mathbb{R}$ be a real-valued function on the state space $S$, and let $L$, a performance index, be defined by

$$L = \int_0^T g(X_t) \, dt = \sum_{i=1}^{N+1} g(Y_{i-1}) t_i.$$

$N$ is a Poisson random variable with parameter $\Lambda T$ and $E[t_i | N] = T/(N + 1)$, $i = 1, \ldots, N + 1$. Hence,

$$K = E[L | N, Y] = \frac{T}{N + 1} \sum_{i=1}^{N+1} g(Y_{i-1}).$$

In the discrete-time conversion approach, samples of $K$ are used to estimate $\hat{E}[L]$. Under some conditions $K$ is a preferred estimator of $\theta$, in comparison to $L$, because to obtain samples of $K$ only the discrete-time chain $\{Y_n; n \geq 0\}$ need be simulated and it can be further shown that $\text{Var}(K) \leq \text{Var}(L)$, and hence, $K$ is a more accurate estimator of $\theta$.

The conditions of Theorem 4.4 do not guarantee association when $M$ uniformized discrete-time chains $\{Y_n^j; n \geq 0\}$, $j = 1, \ldots, M$, are simulated in parallel. The up-down property and monotonicity of the transition kernel of a discrete-time chain are neither necessary nor sufficient for association of the chain (see Harris [7]).

In the proposition to follow, we show that the conditions of Theorem 4.4 lead to induction of positive correlation between the discrete-time statistics in some more restricted settings.

Let

$$L_r = \int_0^T g_r(X_t) \, dt = \sum_{i=1}^{N+1} g_r(Y_{i-1}) t_i,$$

and let

$$K_r = E[L_r | N, Y], \quad r = 1, 2.$$

Assume that the functions $g_r$ are bounded, i.e., $|g_r(x)| \leq C$, for all $x \in S$, and $r = 1, 2$. Then we have the following proposition.

**Proposition 4.6**: If $\text{Cov}(L_1, L_2) > 0$, then $\text{Cov}(K_1, K_2) > 0$ for all sufficiently large uniformization rates $\Lambda$.

**Proof**:

$$\text{Cov}(L_1, L_2) = E[\text{Cov}(L_1, L_2 | N, Y)] + \text{Cov}(E[L_1 | N, Y], E[L_2 | N, Y])$$

$$= E[\text{Cov}(L_1, L_2 | N, Y)] + \text{Cov}(K_1, K_2)$$

It can be shown that (see Karlin and Taylor [12, Ch. 13])

$$\text{Cov}(t_i, t_j | N) = -T^2 \frac{1}{(N + 1)^2(N + 2)} \quad \text{when } i \neq j$$

$$\text{Var}(t_i | N) = T^2 \frac{N}{(N + 1)^2(N + 2)}.$$

Hence,

$$\text{Cov}(L_1, L_2 | N, Y)$$

$$= T^2 \frac{1}{(N + 1)^2(N + 2)} \sum_{i=1}^{N+1} \sum_{j=1}^{N+1} (g_1(Y_{i-1})g_2(Y_{j-1}) - g_1(Y_{i-1})g_2(Y_{j-1})).$$

Note that $|g_1(Y_{i-1})g_2(Y_{j-1}) - g_1(Y_{i-1})g_2(Y_{j-1})| \leq 2C^2$; therefore,

$$\text{Cov}(L_1, L_2 | N, Y) \leq \frac{T^2}{(N + 1)^2(N + 2)} (2C^2(N + 1)^2) = 2T^2C^2 \frac{1}{N + 2}$$

and

$$E[\text{Cov}(L_1, L_2 | N, Y)] \leq B \left[ \frac{1}{N + 2} \right] = B \frac{e^{-\Lambda T} + \Lambda T - 1}{\Lambda^2},$$

for some constant $B$. From the preceding it can be deduced that

$$\text{Cov}(K_1, K_2) \geq \text{Cov}(L_1, L_2) - B \frac{e^{-\Lambda T} + \Lambda T - 1}{\Lambda^2}.$$

Hence, if $\text{Cov}(L_1, L_2) > 0$, there exists a sufficiently large $\Lambda$ such that $\text{Cov}(K_1, K_2) > 0$. \blacksquare

5. PROBABILITY OF CORRECT SELECTION

The previous section showed that parallel simulation of Markov processes resulting in an associated coupled process reduces variance in making comparisons. We now consider a different type of comparison and establish a further consequence of association. Suppose that from the processes we simulate in parallel we wish to choose the one with best performance, e.g., the one maximizing some expectation. With finite simulation runs, there is typically some probability that the process with the best sample performance is not the one with the best expected performance. In this case, picking the best observed system
may result in incorrect selection. We show that if the systems compared are associated, then the probability of incorrect selection is asymptotically smaller than if the simulations are carried out independently.

To motivate an examination of asymptotic error probabilities, we first give an example to show that association does not suffice to reduce the probability of incorrect selection (relative to independent sampling) for all sample sizes. Let the random variables $X_1, X_2$ take values in $\{0, 1, 2\}$ according to the following joint distribution:

<table>
<thead>
<tr>
<th>$X_2$</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

A simple calculation verifies that $X_1$ and $X_2$ are associated and that $X_2$ has the larger mean. Suppose we observe a sample of $(X_1, X_2)$ and apply the following decision rule to the problem of determining which has the higher mean: choose the index of the larger value; in case of a tie, randomize. Then, the probability of correct selection is

$$P(X_1 < X_2) + \frac{1}{2} P(X_1 = X_2) = 0.55.$$ 

If, however, $\tilde{X}_1$ and $\tilde{X}_2$ are independent random variables with the marginal distributions of $X_1$ and $X_2$, respectively, then the same rule applied to $(\tilde{X}_1, \tilde{X}_2)$ results in a correct-selection probability of

$$P(\tilde{X}_1 < \tilde{X}_2) + \frac{1}{2} P(\tilde{X}_1 = \tilde{X}_2) = 0.56.$$ 

Thus, the positive dependence induced by association does not guarantee a lower error probability.

We will show, however, that association is disadvantageous in an asymptotic sense that seems well suited to simulation problems. To develop this idea in more detail while avoiding technical complications, we restrict attention to irreducible, finite-state Markov processes $X = \{X_t, t \geq 0\}$ and $\{Y_t, t \geq 0\}$. We allow $X$ and $Y$ to be dependent and assume that the bivariate process $(X, Y)$ is irreducible and Markov. We denote by $\hat{X}$ and $\hat{Y}$ a pair of independent copies of $X$ and $Y$. Let $f, g$ be increasing, real-valued functions on the state space of $X$ and $Y$, respectively. Let

$$U_t = t^{-1} \int_0^t f(X_u) \, du \to \mu$$

and

$$V_t = t^{-1} \int_0^t g(Y_u) \, du \to \nu$$

almost surely, for constants $\mu, \nu$. Let $\hat{U}_t$ and $\hat{V}_t$ be the corresponding quantities for $\hat{X}$ and $\hat{Y}$. Suppose that $\mu > \nu$ leads us to prefer system $X$ to system $Y$. After simulating the two systems for a finite time, we pick whichever has the greatest observed performance. The events

$$G_t = \{U_t - V_t < 0\}$$

and

$$\hat{G}_t = \{\hat{U}_t - \hat{V}_t < 0\}$$

are the events of incorrect selection at time $t$ using, respectively, coupled and independent simulations. Various decision rules have been proposed and extensively analyzed in the simulation literature, some with the explicit goal of maximizing the probability of correct selection; for a recent survey, see Goldsman, Nelson, and Schmeiser [6]. A different perspective on related issues is given in Ho, Sreenivas, and Vakili [10].

Ideally, we would like conditions on the dependence of $X$ and $Y$ under which $P(G_t) = P(\hat{G}_t)$. Intuitively, positive dependence between the two processes would seem to support this inequality, but the preceding example indicates that association by itself does not imply it. Both $P(G_t)$ and $P(\hat{G}_t)$ vanish as $n$ increases; in fact, both go to zero exponentially fast. We will show that, with association, the exponential rate for $P(G_t)$ is at least as great as that for $P(\hat{G}_t)$.

For the coupled process $(X, Y)$, define

$$P_{XY}((x_1, y_1), (x_2, y_2), \theta) = E_{(x_1, y_1)}[e^{\theta(f(U_t) - V_t)}; X_t = x_2, Y_t = y_2],$$

and for the marginal processes define

$$P_X(x_1, x_2, \theta) = E_{X_t}[e^{\theta f(U_t)}; X_t = x_2]$$

and

$$P_Y(y_1, y_2, \theta) = E_{Y_t}[e^{\theta f(V_t)}; Y_t = y_2],$$

where in each case the subscript on the expectation operator indicates the initial state. Each of the matrices $P_{XY}(\theta)$, $P_X(\theta)$, and $P_Y(\theta)$ is nonnegative and (when finite) has a maximal (Perron-Frobenius) eigenvalue. Let $\lambda_{XY}(\theta)$, $\lambda_X(\theta)$, and $\lambda_Y(\theta)$ denote these eigenvalues. Suppose that the domain of each (the set on which it is finite) is open.

These functions play a central role in the large deviations of Markov additive processes, through results of Miller [17], Iscoe, Ney, and Nummelin [11],
and Ney and Nummelin [18]. The results of Iscoe et al. are particularly suited to our setting. For real \( v \), set

\[
\psi^*(v) = \sup_\theta \left(v \theta - \log \lambda_{XY}(\theta)\right)
\]

and

\[
\tilde{\psi}^*(v) = \sup_\theta \left(v \theta - \log \lambda_X(\theta) - \log \lambda_Y(-\theta)\right).
\]

We now have the following theorem.

**Theorem 5.1:** With the preceding notation,

\[
\lim_{t \to \infty} \frac{1}{t} \log P(G_t) = -\psi^*(0)
\]

and

\[
\lim_{t \to \infty} \frac{1}{t} \log P(\tilde{G}_t) = -\tilde{\psi}^*(0).
\]

If \((X, Y)\) is associated, then \(\psi^*(0) \geq \tilde{\psi}^*(0)\).

The novelty of this result lies in the last statement, which follows from this.

**Lemma 5.2:** For all \( \theta \), \(\psi^*(\theta) \geq \tilde{\psi}^*(\theta)\).

**Proof:** For all values of \( \theta \), one of the two functions \( x \to e^{\theta x} \) and \( y \to e^{-\theta y} \) is increasing and the other is decreasing. Consequently, it follows from the association of \((X, Y)\) and the monotonicity of \( f \) and \( g \) that

\[
E[e^{\theta U} e^{-\theta V}] \leq E[e^{\theta U}] E[e^{-\theta V}]. \tag{7}
\]

It follows from Iscoe et al. [11] that

\[
\log \lambda_{XY}(\theta) = \lim_{t \to \infty} \frac{1}{t} \log E[e^{\theta U} e^{-\theta V}],
\]

\[
\log \lambda_X(\theta) = \lim_{t \to \infty} \frac{1}{t} \log E[e^{\theta U}],
\]

and

\[
\log \lambda_Y(\theta) = \lim_{t \to \infty} \frac{1}{t} \log E[e^{\theta V}];
\]

so we conclude from Eq. (7) that

\[
\log \lambda_{XY}(\theta) \leq \log \lambda_X(\theta) + \log \lambda_Y(-\theta),
\]

from which it follows that \(\psi^*(\theta) \geq \tilde{\psi}^*(\theta)\).
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We consider a closed queueing network with a fixed number of customers, where a single server moves cyclically between \( N \) stations, rendering service in each station according to some given discipline (Gated, Exhaustive, or the Globally Gated regime). When service of a customer (message) ends in station \( j \), it is routed to station \( k \) with probability \( P_{jk} \). We derive explicit expressions for the probability generating function and the moments of the number of customers at the various queues at polling instants and calculate the mean cycle duration and throughput for each service discipline. We then obtain the first moments of the queues' length at an arbitrary point in time. A few examples are given to illustrate the analysis. Finally, we address the problem of optimal dynamic control of the order of stations to be served.

1. INTRODUCTION

In polling systems that have been studied in the literature [e.g., 1,3,4,6–9], one usually asserts independent Poisson arrivals. However, there are situations where arrivals strongly depend on the departure process. One encounters such

Supported by a grant from the France-Israel Scientific Cooperation in Computer Science and Engineering between the French Ministry of Research and Technology and the Israeli Ministry of Science and Technology, grant 3321190.