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Abstract

Modeling Churn and Usage Behavior in Contractual Settings

The ability to retain existing customers is a major concern for many businesses. However retention is not the only dimension of interest; the revenue stream associated with each customer is another key factor influencing customer profitability.

In most contractual situations the exact revenue that will be generated per customer is uncertain at the beginning of the contract period; customer revenue is determined by how much of the service each individual consumes. While a number of researchers have explored the problem of modeling retention in a contractual setting, the literature has been surprisingly silent on how to forecast customers’ usage (and therefore future revenue) in contractual situations.

We propose a dynamic latent trait model in which usage and renewal behavior are modeled simultaneously by assuming that both behaviors are driven by the same (individual-level) underlying process that evolves over time. We capture the dynamics in the underlying latent variable (which we label “commitment”) using a hidden Markov model, and then incorporate unobserved heterogeneity in the usage process.

The model parameters are estimated using hierarchical Bayesian methods. We validate the model using data from a so-called Friends scheme run by a performing arts organization. First we show how the proposed model outperforms benchmark models on both the usage and retention dimensions. In contrast to most churn models, this dynamic model is able to identify changes in behavior before the contract is close to expiring, thus providing early predictions of churn. Moreover, the model provides additional insights into the behavior of the customer base that are of interest to managers.

Keywords: Contractual settings, hidden Markov model, RFM, Bayesian estimation, latent variable models.
“Retention consists of two components — will the customer stay with the company and how much will the customer spend. The “staying” aspect has received much more attention than the spending aspect, but they both need to be modeled.” (Blattberg et al. 2008, p. 690)

1 Introduction

The ability to retain existing customers is a major concern for many businesses, especially in mature industries where customer acquisition is very costly and the competitive environment is rather severe (Blattberg et al. 2001, Rust et al. 2001). One way to increase retention is to identify which customers are most likely to churn, and then undertake targeted marketing campaigns designed to encourage them to stay. Hence, early detection of potential churners can reduce defection, thus increasing business profitability (Bolton et al. 2004, Reinartz et al. 2005). Moreover, in many contractual business settings, retention is not the only dimension of interest in the customer relationship; there are other behaviors that drive customer profitability. This is the case in settings where we observe customer usage while “under contract.” Examples include mobile phone services (where we observe the number of calls made), gym memberships (where we observe visits to the gym, number of extra classes attended, etc.), online magazine subscriptions (where log-ins are observed) and “friends” schemes for arts organization (where we observe the number of exhibitions or performances attended). In such business settings, predicting future usage is an important input into any analysis of customer profitability.¹

The objective of this paper is to develop a model that can forecast both behaviors; we are interested in predicting renewal and usage behavior in those settings where usage is not known in advance but is of managerial interest, either because it directly affects revenue, or because it affects service quality, which in turn affects customer retention (Nam et al. 2007). Such a model must accommodate several aspects that are common across

¹We acknowledge that in some situations customer revenue is known in advance and thus independent of usage. This is the case of flat-fee or “all inclusive” contracts, where customers’ revenue is fixed. Even in such cases, forecasting customer usage may be of interest to the firm because it affects service quality. For example, consider a broadband provider offering flat-fee contracts: if the company does not manage to predict usage accurately, it could face capacity problems when many customers connect at the same time, thus reducing the quality of their connections.
contractual settings. First, one of the variables of interest is binary (renewal is always a “yes” or “no” decision) whereas the other is not (e.g., number of transactions is a count variable). Second, the renewal process is absorbing. That is, once a customer churns she cannot use the service in any future period (unless she takes out a new contract). Third, the model should allow the renewal and usage processes to occur on different time scales. This is a very common pattern in contractual businesses. For example, let us consider a gym offering monthly memberships and summarizing attendance on a weekly basis, or a mobile phone operator with monthly contracts in which weekly consumption is recorded. In these two situations, while usage is observed on a weekly basis, renewal only happens at the end of each month. Ignoring intra-month usage would be a waste of useful information that can enrich the model predictions. And finally, the model must require only information that can be extracted easily from the firm’s database. The last point is not unique to contractual settings but is a realistic requirement for the model to be used in practice.

At first glance, a discrete/continuous model of consumer demand (e.g., Chintagunta 1993, Hanemann 1984, Krishnamurthi and Raj 1988) appears to be an obvious starting point. This type of model was proposed in the marketing and economics literature to model binary/continuous decisions, such as “whether to buy” and if so “how much to buy.” More recently these models have been extended to accommodate dropout (e.g., Narayanan et al. 2007, Ascarza et al. 2009). However, these models do not accommodate the two different time scales and more importantly, since they are based on a utility maximizing framework with stable preferences over time, they are more appropriate to explain rather than forecast customers decisions.

The problem of modeling retention has received much attention from both academics and practitioners. Researchers working in the areas of marketing, applied statistics, and data mining have developed a number of models that attempt to either explain or predict churn (e.g., Bhattacharya 1998, Kim and Yoon 2004, Larivière and Van den Poel 2005, Lemon et al. 2002, Lu 2002, Mozer et al. 2000, Parr Rud 2001, Schweidel et al. 2008). One stream of work has sought to model churn as a function of data readily available in the firm’s databases, such as marketing activities, demographics, and past customer
behavior. (See Blattberg et al. (2008) for a review of these various methods.) What we observe is that past usage behavior is an important predictor variable (Figure 1a). Another stream of work has explored the link between customers’ attitudes towards the service and subsequent churn behavior (Figure 1b). Bolton (1998) shows that satisfaction levels explain a substantial portion of the variance in contract durations. Athanassopoulos (2000) and Verhoef (2003) find that affective commitment is positively related to contract duration.

There is limited research on the modeling of service usage in contractual settings. Nam et al. (2007) explore the effects of service quality, modeling contract duration using a hazard rate model and usage with a Poisson regression model. Bolton and Lemon (1999) use a Tobit model to model usage of television entertainment and cellular communications services, finding a significant relationship between satisfaction and usage (Figure 1c).

Although widely used in practice, none of the above methods can be used to address the modeling problem we are considering, either because they make use of survey data, or because the modeling of future behavior as a direct function of past behavior limits the forecast horizon. With regards to this later point, such a modeling exercise sees the transaction database being split into two consecutive periods, with data from the second period used to create the dependent variable for the model (e.g., renew (yes/no) when modeling churn, number of transactions or total spend when modeling usage), while data from the first period are used to create the predictor variables. In many settings, period 1 behavior is frequently summarized in terms of each customers “RFM” characteristics: recency (time of most recent purchase), frequency (number of past purchases), and mon-
**etary value** (average purchase amount per transaction). Having calibrated the regression model, we can predict period 3 behavior using the observed period 2 data. However, it is difficult to use these models to forecast buyer behavior for period 4 when we are unable to specify values for the RFM predictor variables in period 3 for each customer; rather, we have to resort to simulated behavior. And so on. (See Fader et al. (2005) for a discussion of this and related problems with such a modeling approach.)

Despite the problems identified with this body of work (Figure 1), we can use the general findings to guide us as we develop our model. We propose a joint model of usage and retention under the assumption that both behaviors are driven by some unobserved characteristic, something that drives both phenomena and that can be inferred from them—Figure 2. This suggests that the observed association between usage and retention (Figure 1a) is in fact a spurious correlation. Some researchers explore the concept of “satisfaction” (Bolton et al. 2000, Bolton and Lemon 1999), while others talk of “commitment” (Gruen et al. 2000, Verhoef 2003). In this paper we recognize the existence of such an underlying construct and seek to model it, without formally defining it. Acknowledging the existence of this unobserved factor allows us to approach usage and retention processes jointly, and thus make accurate predictions of customer behavior in contractual settings. Furthermore, modeling the stochastic evolution of the underlying construct means that we can make predictions of behavior in future periods.

![Figure 2: Proposed modeling approach](image)

We propose a dynamic latent trait model in which usage and renewal behaviors are jointly driven by the same (individual-level) underlying process (Section 2). In Section 3 we validate the proposed model using data from a performing arts organization, and show how the proposed model can be used to provide additional insights of interest to managers.
We conclude with a summary of the methodological and practical contributions of this research, as well as a discussion of directions for future research (Section 4).

2 Model Development

Our goal is to develop a joint model of contract renewal and usage while “under contract”. We start by outlining the intuition behind our proposed model.

We assume that each customer’s usage (or consumption) and renewal (or churn) behavior reflects a latent trait that evolves over time. For example, let us consider a gym membership in which a customer pays a fee every month that gives her unlimited use of the sports facilities. In this example, the underlying trait can, for instance, be assumed to be a measure of “commitment to the gym”. This commitment is reflected in the number of times she goes to the gym each week (usage level). Furthermore, her monthly decision of whether or not to continue her membership reflects the latent trait; she will stop renewing her membership when her commitment is below a certain threshold. This is illustrated in Figure 3.

![Model Intuition](image)

More generally, we wish to model a bivariate process measured on different time scales;
in Figure 3, the time scale for the renewal process is four times that of the usage process. The model takes into account the individual dynamic latent process that drives the observable behaviors. Modeling the evolution of the latent trait will allow us to make simultaneous predictions about future usage and churn probabilities.

The proposed model must have three characteristics:

i. It should handle bivariate data where one variable is binary (e.g., churn) while the other is not (e.g., usage).

ii. The usage and renewal processes do not have the same “clock” (e.g., monthly usage vs. annual contract renewal, weekly attendance vs. monthly membership renewal).

iii. It must be able to accommodate “informative” dropout. (The binary variable of interest (e.g., churn) is absorbing (i.e., it cannot transition from 0 to 1) and such “dropout” is “informative” about the usage process.)

Elaborating on the notion of absorbing dropout, the fact that an individual is active at a particular point in time implies that her underlying trait was above some renewal threshold in all preceding renewal periods. For example, with reference to Figure 3, the fact that this person is a member in the third month (periods 9–12) means that she renewed in periods 4 and 8. This tells us that her underlying trait had to be above the renewal threshold in usage periods 4 and 8. However, it does not tell us anything about the level of the latent variable in periods 1, 2, 3, 5, …; this has to be inferred from her usage behavior.

2.1 Related Literature

A number of researchers have developed dynamic latent models. With few exceptions, they focus on linear models (also called linear state space models, or Dynamic Linear Models (DLM)), well suited for data generated by multivariate Gaussian processes (Gourieroux and Jasiak 2001, West and Harrison 1997, Van Heerde et al. 2004). However, the Gaussian assumption is not appropriate for the setting under study since the observed processes are count and binary variables. Thus, the first challenge we face when modeling this
phenomenon is that the normality assumption does not hold for any of the processes under study. While parametric models for dynamic count data have been proposed in the econometrics literature (Hausman et al. 1984, Brannas and Johansson 1996, Congdon 2003), these methods are intended to model univariate count data and are therefore not suitable for the bivariate process being considered here.

Other marketing researchers have proposed various models that capture consumers’ evolving behavior. Sabavala and Morrison (1981), Fader et al. (2004) and Moe and Fader (2004a,b) present nonstationary probability models for media exposure, new product purchasing, and web site usage, respectively. Netzer et al. (2008) use a hidden Markov model to characterize the latent process that underlies individuals’ donation behaviors. Lachaab et al. (2006) model preference evolution in a discrete choice setting using a random coefficients multinomial probit model in which the random coefficients are dynamic. A similar approach is used by Liechty et al. (2005) in a conjoint analysis setting. However none of these models accommodate observed dropout.

A number of biostatisticians have developed longitudinal latent models with “dropout” (e.g. Diggle and Kenwark 1994, Henderson et al. 2000, Xu and Zeger 2001, Hashemi et al. 2003, Liu and Huang 2009). The general approach is to assume a latent process that is deteriorating over time, with dropout occurring when this underlying process crosses a certain threshold. The latent process behavior is estimated by using repeated observations of variables driven by this underlying structure. With variations particular to each problem, these models consist of a joint estimation of the measurement process and a survival function. However, given that in our setting renewal can only occur at certain points in time (monthly, quarterly, annually, etc.), while consumption is observed more frequently, it is possible to have individuals whose underlying commitment has been negative for some period/s but becomes positive before the next renewal opportunity. Thus, in contrast with all duration/survival models, being active in a certain period does not necessarily imply that the underlying trait was above zero for every preceding period, but only for those in which the renewal decision was made.

In conclusion, while the established longitudinal and latent-variable models do address each of the three required characteristics individually, none address all three simultane-
ously. We now turn our attention to the formal development of a model that does so.

2.2 Model Specification

Let \( t \) denote the usage time unit (periods) and \( i \) denote each customer \((i = 1, ..., I)\). For each customer \( i \) we have a total of \( T_i \) usage observations. Let \( n \) denote the number of usage periods associated with each contract period (e.g., if the usage unit of time considered is a quarter and the contract is annual, then \( n = 4 \)).

The model comprises three processes, all occurring at the individual level:

i. the underlying “commitment” process that evolves over time,

ii. the renewal process that is observed only every \( n \) periods and takes the value 1 if a person renews, 0 otherwise, and

iii. the usage process that is observed every period.

The Commitment Process

We assume that every individual has an underlying trait, which we will call “commitment”.\(^2\) This underlying trait represents the predisposition of the customer to continue the relationship and to some extent, the predisposition to use the product/service provided. We allow this individual-level trait to change over time, and also assume that it is unobservable from the modeler’s perspective. In other words, we model “commitment” as a latent variable that follows a dynamic stochastic process.

In Figure 3, the latent trait is presented as evolving in continuous time. However, we model it as a discrete-time (hidden) Markov process. We assume that there exists a set of \( K \) states \( \{1, 2, ..., K\} \), with 1 corresponding to the lowest level of commitment and \( K \) to the highest. These states represent the possible commitment levels that each individual could occupy at any point in time. We assume that \( S_{it} \), the state occupied by person \( i \) in period \( t \), evolves over time following a Markov process with transition matrix \( \Pi = \{\pi_{jk}\} \).

\(^2\)We acknowledge that the concept “commitment” has been defined and previously studied in the marketing literature (e.g. Garbarino and Johnson 1999, Gruen et al. 2000, Morgan and Hunt 1994). Its theoretical definition and measurement is beyond the scope of this paper.
with $j, k \in \{1, \ldots, K\}$. For the sake of model parsimony, we restrict the Markov chain to transitions between adjacent states. That is,

$$P(S_t = k | S_{t-1} = j) = \begin{cases} 
\pi_{jk} & k \in \{j-1, j, j+1\} \\
0 & \text{otherwise} 
\end{cases}$$

(1)

We also need to establish the initial conditions for the commitment state in period 1. We assume that the probability that customer $i$ belongs to commitment state $k$ at period 1 is determined by the vector $Q = \{q_1, \ldots, q_K\}$, where

$$P(S_{i1} = k) = q_k, \ k = 1, \ldots, K.$$  

(2)

Hidden Markov models (HMMs) were introduced in the marketing literature by Poulsen (1990) as a flexible framework for modeling brand choice behavior. Since then they have been applied in the marketing literature to model a wide range of behaviors (e.g., Montgomery et al. 2004; Moon et al. 2007; Smith et al. 2006; Netzer et al. 2008).

Netzer et al. (2008) use a HMM to capture customer relationship dynamics. The approach taken in the current study is similar to theirs in the sense that we also link transaction behavior to underlying customer relationship strength, in our case “commitment” level. However, our model specification differs from their approach in two ways. Firstly, they are working in a “noncontractual” setting (where attrition is unobserved) and thus map the latent states with just one observable behavior (i.e., transactions). In our setting customer attrition is observed, and therefore this information is used to define and identify the latent states. Secondly, they model a non-homogeneous transition process where the probability of switching among states is a function of the interactions between the firm and the customer. As such interactions do not occur in our empirical setting, we model the transition process in an homogeneous manner.

Having specified how the latent trait evolves over time, we now specify the mapping between this underlying construct and the two observable behaviors of interest, usage and renewal.
The Usage Process

While under contract, a customer’s usage behavior is observed every period. This behavior reflects her underlying commitment — for any given individual, we would expect higher commitment levels be reflected by higher usage levels. At the same time, we acknowledge that individuals may have different intrinsic levels of usage; in other words, unobserved cross-sectional heterogeneity in usage patterns. As such, our model should allow two customers with the same underlying pattern of commitment to have different usage patterns.

We propose two possible formulations for the usage process: Poisson and binomial. The Poisson process is the natural specification for modeling counts. Behaviors for which this specification is appropriate include the number of credit card transactions per month, the number of movies purchased each month in a pay-TV setting, and the number of phone calls made per week. However, in some settings the usage level has an upper bound, either because of capacity constraints from the company’s side, or because the time period in which usage is observed is short. For example, going back to the gym example, if one wants to model the number of days a member attends in a particular week, the Poisson may not be the most appropriate distribution since there is an upper bound of seven days. Similarly, consider the case of an orchestra wanting to predict the number of tickets that will be sold to their patrons. First, the number of performances attended is bounded by the total number of performances offered by the orchestra. Second, the number of performances offered should also be taken into consideration when predicting customers’ future attendances; there will be periods with higher demand simply because more performances are on offer and so the model should accommodate this information. It therefore makes sense to model usage using the binomial distribution. (We note that the binomial distribution can be approximated by a Poisson distribution for a high number of “trials” with a low probability of “success.”)

We first formalize the assumptions for the Poisson specification and then outline the changes that need to be made in order to accommodate the binomial specification. We assume that, for an individual in state $k$, the usage process (number of attendances,
transactions, visits, etc.) in period $t$ follows a Poisson distribution with parameter

$$\lambda_{it} \mid [S_{it} = k] = \alpha_i \theta_k$$

(3)

where $k$ is the (unobserved) commitment state of individual $i$ at time $t$. In other words, the usage process is determined by a state dependent parameter $\theta_k$ that varies depending on the underlying level of commitment (which varies over time) and an individual specific parameter $\alpha_i$ that remains constant over time.

The parameter $\alpha_i$ captures heterogeneity in usage across the population, allowing two customers with the same commitment level to show different patterns of transactions. Individuals with higher values of $\alpha_i$ are expected, on average, to have a higher transaction propensity than those with lower values of $\alpha_i$, regardless of their commitment level. The individual level parameter $\alpha_i$ is assumed to follow a gamma distribution with scale parameter $r$ and a mean of 1.0).

The vector $\theta = \{\theta_k\}, k = 1, ..., K$ of state-specific parameters allows the customer’s mean usage levels to change over time, as her underlying level of commitment changes. We impose the restriction that $\theta_k > 0 \ \forall \ k$ and is increasing with the level of commitment (i.e., $0 < \theta_1 < \theta_2 < ... < \theta_K$). Notice that for each individual $i$, the expected level of usage is increasing with her commitment level, and even in the lowest commitment state, we can still observe non-zero usage.

Let $\bar{S}_i = [S_{i1}, S_{i2}, ..., S_{iT_i}]$ denote the (unobserved) sequence of states to which customer $i$ belongs during her entire lifetime, with realization $\bar{s}_i = [s_{i1}, s_{i2}, ..., s_{iT_i}]$, where $s_{it}$ takes on the value $k = 1, \ldots, K$. The customer’s usage likelihood function is

$$L_i^{usage}(\theta, \alpha_i \mid \bar{S}_i = \bar{s}_i, \text{data}) = \prod_{t=1}^{T_i} P(Y_{it} = y_{it} \mid S_{it} = k, \theta, \alpha_i)$$

$$= \prod_{t=1}^{T_i} \frac{e^{-\alpha_i \theta_k (\alpha_i \theta_k)^{y_{it}}}}{y_{it}!}. \quad (4)$$

where $y_{it}$ is customer $i$’s observed usage in period $t$.

Turning to the binomial specification, we let $m_t$ denote the number of transaction
opportunities (e.g., number of performances offered, number of days in a particular period of time) and \( p_{it} \) the probability of a transaction occurring at any given transaction opportunity for customer \( i \) in period \( t \). As with the Poisson specification, the transaction probability depends on the individual specific time-invariant parameter \( \alpha_i \) and the commitment state at every period:

\[
p_{it} \mid [S_{it} = k] = \theta_k^{\alpha_k}.
\]

This specification also guarantees that the transaction probability is increasing with the level of commitment. The usage propensity parameter \( \alpha_i \) is also assumed to follow a gamma distribution with equal scale parameter \( r \) and a mean of 1.0.

We impose the restrictions that \( 0 < \theta_k < 1 \) for all \( k \) and that they increase with the level of commitment (i.e., \( 0 < \theta_1 < \theta_2 < \ldots < \theta_K < 1 \)). The inclusion of \( \alpha_i \) as an exponent (as opposed to a multiplier) ensures that the transaction probabilities remain bounded between zero and one.\(^3\)

It follows that the customer’s usage likelihood function is

\[
L_{usage}^{\text{usage}}(\theta, \alpha_i \mid \bar{S}_i = \bar{s}_i, \text{data}) = \prod_{t=1}^{T_i} P(Y_{it} = y_{it} | S_{it} = k, \theta, \alpha_i, m_t) = \prod_{t=1}^{T_i} \left( \frac{m_t}{y_{it}} \right)^{y_{it}} \left( 1 - \frac{m_t}{y_{it}} \right)^{m_t - y_{it}}.
\]

The Renewal Process

At the end of each contract period (i.e., when \( t = n, 2n, 3n, \ldots \)), each customer decides whether or not to renew her contract for the following \( n \) periods based on her current level of commitment. We assume that a customer does not renew if her commitment state is 1 (the lowest commitment level); otherwise she renews. Given that in period 1 all customers have freely decided to take out a service contract, we restrict the commitment state to be different from 1 in the first period (i.e., \( q_1 = 0 \)). If a customer is active in a given

\(^3\)Since this transformation is not linear in \( \alpha_i \), the average probability of transaction across all customers belonging to state \( k \) is not equal to \( \theta_k \); this quantity is found by taking the expectation of \( \theta_k^{\alpha_k} \) over the distribution of \( \alpha_i \).
period $t$, her commitment state in all preceding renewal periods $\tau = n, 2n, \ldots$, with $\tau \leq t$, had to be different from 1; otherwise she would not have renewed her contract and been active at time $t$. However, an active customer could have been in state 1 in any preceding non-renewal period (i.e., $t \neq n, 2n, \ldots$).

For example, let us consider a gym membership that is renewed monthly and where we observe individual attendances on a weekly basis. While usage is observed at every week, renewal/non-renewal can only happen at week 4 (end of first month), week 8 (end of second month), etc. Therefore, the fact that an individual is active in a particular month implies that her commitment level at the end of all preceding months (i.e., weeks 4, 8, ...) was different from 1. Figure 1 shows examples of sequences of commitment states that, based on our assumption of the renewal process, can or cannot occur in our setting:

<table>
<thead>
<tr>
<th>$t = 1$</th>
<th>$t = 2$</th>
<th>$t = 3$</th>
<th>$t = 4$</th>
<th>$t = 5$</th>
<th>$t = 6$</th>
<th>$t = 7$</th>
<th>$t = 8$</th>
<th>$t = 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Hypothetical sequences of commitment states

The first sequence of states cannot occur since, for an individual to have become a customer, her commitment in period 1 is by definition different from 1. The following two sequences of states can also not occur because if a customer is active in month 3 (week 9), her commitment at the end of months 1 and 2 (weeks 4 and 8) had to be greater that 1. Notice that there is no restriction about her commitment in periods other than 4 and 8, thus the last sequence shown in the table can occur.

Bringing It All Together

Now that the renewal processes has been specified, we need to combine it with the sub-model for usage behavior to characterize the overall model.

For each customer $i$, we have shown how the unobserved sequence $\hat{S}_i$ determines her
renewal pattern over time. Moreover, conditional on her $\hat{S}_i = \tilde{s}_i$, the expression for the usage likelihood was derived for both the Poisson and binomial specifications. To remove the conditioning on $\tilde{s}_i$, we need to consider all possible paths that $\hat{S}_i$ may take, weighting each usage likelihood by the probability of that path:

$$L_i(\alpha_i, \theta, \Pi, Q \mid data) = \sum_{\tilde{s}_i \in \Upsilon} L_{i, \text{usage}}(\theta, \alpha_i \mid \hat{S}_i = \tilde{s}_i, \text{data}) f(\tilde{s}_i \mid \Pi, Q),$$  \hspace{1cm} (7)$$

where $\Upsilon$ denotes all possible commitment state paths customer $i$ might have during her lifetime, $L_{i, \text{usage}}(\theta, \alpha_i \mid \hat{S}_i = \tilde{s}_i, \text{data})$ is substituted by (4) or (6) depending on whether we estimate the Poisson or the binomial model, and $f(\tilde{s}_i \mid \Pi, Q)$ is the probability of path $\tilde{s}_i$ happening.

If there were no restrictions due to the renewal process, the space $\Upsilon$ would include all possible combinations of the $K$ states across $T_i$ periods (i.e., $K^{T_i}$ possible paths). However, as discussed earlier, the nature of the renewal process places constraints on the underlying commitment process. As a consequence, $\Upsilon$ contains $(K - 1)^{\lfloor (T_i - 1)/n \rfloor} K^{T_i - \lfloor (T_i - 1)/n \rfloor - 1}$ possible paths.

Considering all customers in our sample, and recognizing the random nature of $\alpha_i$, the overall likelihood function is:

$$L(\theta, \Pi, Q, r \mid data) = \prod_{i=1}^{I} \int_{0}^{\infty} L_i(\alpha_i, \theta, \Pi, Q \mid data) f(\alpha_i \mid r) d\alpha_i. \hspace{1cm} (8)$$

In summary, we have proposed a hidden Markov model combined with a heterogeneous Poisson or binomial process to model bivariate data where the two processes occur on different time scales. The hidden Markov process captures dynamics at the individual level as well as renewal behavior, while the Poisson or binomial process links these underlying dynamics with usage behavior allowing for unobserved individual heterogeneity. The resulting model has $(3K - 2) + (K - 1) + K + 1$ population parameters, which are the elements of $\Pi$, $Q$, $\theta$ and $r$, respectively. We estimate these model parameters using a hierarchical Bayes framework. In particular, we use data augmentation techniques to draw from the distribution of the latent states $S_{it}$ as well as the individual-level parameter $\alpha_i$. 
We control for the path restrictions (due to the nature of the contract renewal process) when augmenting the latent states. As a consequence the evaluation of the likelihood function becomes simpler, reduced to the expression of the conditional (usage) likelihood function, \( L_{\text{usage}}(\theta, \alpha_i | \tilde{S}_i = \tilde{s}_i, \text{data}) \). See Appendix A for details.

3 Empirical Analysis

3.1 Data

We explore the performance of the proposed model using data from a European performing arts organization. This organization runs a so-called Friends scheme. An annual membership of this scheme provides “Friends” with several non-pecuniary benefits, including priority ticket booking, \(^4\) newsletters, and invitations to special events.

In addition to the membership fee, Friends are an important source of income for the organization through their buying of tickets. The company generates approximately $5 million a year from membership fees alone and a further $40 million from members’ bookings. Each year is divided into four booking periods; all members receive a magazine each booking period with information about the performances offered in the next period and a booking form to purchase tickets. Given that two performances cannot be conducted at the same time, the number of performances offered during each booking period is limited. Furthermore, some periods see more matinee performances being offered than others, implying that the number of available performances changes slightly from one booking period to the other. When one’s Friends membership is close to expiring (generally one month before the cancellation date), the company sends out a renewal letter. If membership is not renewed, the benefits can no longer be received.

This organization offers five different types of membership that vary by price and benefits received. In this paper we focus on those individuals who have taken out the lowest level of membership; this accounts for over 80% of the entire membership base. We focus on the cohort of individuals who took out their first Friends membership during the

\(^4\)In contrast to the subscription schemes associated with many North American performing arts organizations, tickets are not included as part of the scheme.
first quarter of 2002, and analyze their renewal and booking behaviors for the following 4 years (16 booking periods). Among the 1,173 members that meet these criteria, 884 renewed in year 2 (26.6% churn), 738 renewed in year 3 (16.5% churn), 634 renewed at least three times (14.1% churn) and 575 members were still active after the four years of observation. Expressing these data in terms of periods (as we defined \( t \) in section 2.2), we have a total of 17 periods. We observe usage in periods 1 to 16 and renewal decisions in periods 5, 9, 13, and 17.\(^5\)

This cohort of customers made a total of 14,255 bookings across the entire observation period. On average, a member makes 1.05 bookings per booking period. However the transaction behavior is very heterogeneous across members, with the average number of bookings per booking period ranging from 0 to 41.9. (Given the nature of these data, the words booking and transaction are used interchangeably.) Figure 4 shows the total number of transactions (in bars) and the number of active members (dotted line) for each booking period. We observe that total number transactions decreases over time, mostly due to membership cancellations.

\(^5\)In developing the logic of our model, we discussed a contract period of \( n = 4 \) with renewal occurring at 4, 8, 12, etc. This implicitly assumed that customers are acquired immediately at the beginning of the period (e.g. January 1, the first day of Q1) with the contract expiring at the end of fourth period (e.g., December 31, the last day of Q4.), when the periods are quarters. In this empirical setting, customers are acquired throughout the first period, which means the first renewal occurs sometime in the fifth period.
3.2 Model Estimation and Results

We split the four years of data into a calibration period (periods 1 to 11) and a validation period (periods 12 to 17). Note that, for this cohort, renewal decisions are made in periods 5, 9, 13, and 17. We can therefore examine model performance in the validation period in three ways. First, we will examine how well the model predicts usage for the remaining periods under the current contract (i.e., forecast usage before the membership expires). Second, we will examine the accuracy of the model’s predictions of renewal in all future renewal periods (i.e., at the end of the current contract and at the end of following contract). Third, we will examine the accuracy of the model’s predictions of usage conditional on renewal (i.e., for those customers for which the model predicts renewal, we forecast usage in future periods).

We first need to determine the most appropriate model (Poisson vs. binomial usage process) and the optimal number of states to be considered in the (hidden) Markov chain. Given the nature of this empirical setting, where there is a limited number of performances on offer during each booking period and this number changes across periods, we focus on the binomial specification for the usage process.\(^6\) We estimate the model varying the number of (hidden) states from 2 to 5, and compute: (i) the marginal log-density,\(^7\) (ii) the Akaike information criterion (AIC), (iii) the logarithm of the Bayes factors, and (iv) the in-sample Mean Absolute Percentage Error (MAPE) in the predicted number of transactions.

As shown in Table 2, the specification with the highest marginal log-density and AIC values is the model with 4 hidden states. The Bayes factor of this specification, compared with a more parsimonious model also gives support to the 4 state model. Regarding the in-sample predictions, we also find that the model with 4 states is marginally the most accurate, with an MAPE of 9.63%.

---

\(^6\)Since the number of performances offered per booking period \((m_t)\) is high, we would expect the two models to be quite similar in their results. Fitting the Poisson specification, we find that this is the case.

\(^7\)The marginal log-density is computed using the harmonic mean on the likelihoods across iterations (Newton and Raftery 1994).
Table 2: Model selection criteria

<table>
<thead>
<tr>
<th># States</th>
<th>Marginal Log-density</th>
<th>AIC</th>
<th>Log Bayes Factor</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>−11,901.5</td>
<td>23,357.1</td>
<td>−</td>
<td>13.58</td>
</tr>
<tr>
<td>3</td>
<td>−11,131.5</td>
<td>21,781.1</td>
<td>770.0</td>
<td>9.66</td>
</tr>
<tr>
<td>4</td>
<td>−11,111.5</td>
<td>21,283.3</td>
<td>20.0</td>
<td>9.63</td>
</tr>
<tr>
<td>5</td>
<td>−11,262.2</td>
<td>22,236.8</td>
<td>−150.7</td>
<td>9.66</td>
</tr>
</tbody>
</table>

Table 3: Model Results

Table 3 presents the posterior means and intervals for the parameters of the usage model under the binomial specification with 4 states.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Posterior mean</th>
<th>95% Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commitment parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>0.0016</td>
<td>[0.0013 0.0019]</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>0.0017</td>
<td>[0.0014 0.0020]</td>
</tr>
<tr>
<td>$\theta_3$</td>
<td>0.0066</td>
<td>[0.0059 0.0077]</td>
</tr>
<tr>
<td>$\theta_4$</td>
<td>0.0512</td>
<td>[0.0394 0.0694]</td>
</tr>
<tr>
<td>Heterogeneity</td>
<td>$r$</td>
<td>21.830</td>
</tr>
</tbody>
</table>

Table 3: Parameters of the binomial usage model with 4 states

The first set of parameters ($\theta_i$s) correspond to the usage parameter common to all customers belonging to a particular commitment state. The $r$ parameter measures the degree of unobserved heterogeneity in usage behavior within each state. Recalling (5), the distributions of the transaction probabilities for all individuals in each commitment state are reported in Figure 5.

The mean transaction probability for state 1 is 0.0035 and for state 2 is 0.0037. The important difference between these two states is with regards to renewal behavior. The interpretation of each state is determined by the transaction propensity and the renewal behavior. Hence, while those individuals in state 1 will on average make ever-so-slightly fewer transactions than those in state 2, they will churn if they remain in that state during a renewal period. On the contrary, individuals in state 2 will renew their membership even though they also have low transaction propensities. For individuals in state 3, the

8 | The exact expression for the pdf is $f(p_{it} | \theta_k, r, S_{it} = k) = \frac{r^r e^{-r \ln(p_{it}) / \ln(\theta_k)}}{p_{it} \Gamma(r) \ln(\theta_k)} \left( \frac{\ln(p_{it})}{\ln(\theta_k)} \right)^{r-1}$.
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average probability of transaction is 0.011, approximately three times greater than those associated with states 1 and 2. This translates to an average of 1.87 transactions per booking period (more than 7 transactions in a year) for those members in state 3, while customers in states 1 and 2 are expected to make an average of 0.59 and 0.62 transactions per booking period, respectively. The highest commitment level (state 4) corresponds to the very active members in terms of usage behavior, with an average of 10.6 transactions per booking period.

Dynamics in the underlying trait are captured by the hidden Markov chain. Table 4 shows the posterior means of the transition probabilities, while Table 5 reports the estimates of $Q$, the initial conditions for the commitment state in period 1. We observe a very dynamic pattern in this setting. With the exception of state 1, the probability of switching out of a state is high. For instance, for a customer in state 2, the probability of switching to state 3 in a particular period is 0.655, whereas the probability of switching to the lowest commitment state (1) is 0.172. We note that state 1 is not an absorbing state (i.e., $P(S_{it} = 1|S_{i,t-1} = 1) \neq 1$). This is due to the fact that not all periods are renewal occasions. Therefore, even though all members in state 1 will not renew if they are in a renewal period, it is possible to find individuals who were in state 1 at a particular time and changed their commitment state before the renewal occasion occurred.
To state

<table>
<thead>
<tr>
<th>From state</th>
<th>To state</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.903</td>
<td>0.097</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>0.172</td>
<td>0.169</td>
<td>0.655</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>–</td>
<td>0.427</td>
<td>0.567</td>
<td>0.006</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>–</td>
<td>–</td>
<td>0.434</td>
<td>0.566</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 4: Estimated transition probabilities

With reference to Table 5, the $q_s$ correspond to the probabilities of being in each state when an individual first joined the membership scheme. This is the distribution of underlying states for a just-acquired member of this cohort. The probability of a newly acquired member being in the highest state is very low; just over 1% of the members acquired in 2002 were deemed to be in the top commitment state in period 1. Most members were distributed between states 2 and 3 (41% and 58% respectively) when they joined the Friends scheme.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Posterior mean</th>
<th>95% Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_2$</td>
<td>0.410</td>
<td>[0.132 0.703]</td>
</tr>
<tr>
<td>$q_3$</td>
<td>0.578</td>
<td>[0.282 0.856]</td>
</tr>
<tr>
<td>$q_4$</td>
<td>0.011</td>
<td>[0.001 0.028]</td>
</tr>
</tbody>
</table>

Table 5: Estimated period 1 state probabilities

**In-sample Fit**

Figure 6 shows actual and predicted levels of usage for the in-sample period. The figure shows an excellent fit of the proposed model when predicting total usage. The MAPE for the overall calibration period is 9.63%.

In addition to being able to track aggregate levels of usage, it is important that the model be able to capture cross-sectional heterogeneity. We compute the distribution of the number of attendances at the individual level. We compare the maximum, the minimum, and five common percentiles of this distribution with the means for their respective predictive distributions. Table 6 shows how all measures lie in the 95% confidence interval of the mean posterior distributions.
3.3 Forecasting Performance

Having fitted the model to the calibration period data, we will examine the performance of the model in the hold-out validation period. In addition to comparing its performance relative to a set of benchmark models, we also consider two restricted versions of the proposed model: a static latent trait model ($\Pi = I_K$) in which there is heterogeneity in transaction behavior but members cannot change their commitment state over time, and a dynamic latent trait model with homogeneous transaction behavior ($r \to \infty$) in which all members in each commitment state have the same expected transaction behavior.$^9$

We first forecast usage behavior in periods 12 and 13 for all members that were active at the end of our calibration period. Then, conditional on each individual’s underlying state in period 13, we predict renewal behavior at that particular moment. Finally, conditional

$^9$The marginal log-densities of these two models are $-12,341.5$ and $-12,831.5$, respectively.
on having renewed at that time, we forecast usage behavior for all remaining periods and renewal behavior for the last period of data. This time-split structure allows us to analyze separately usage forecast accuracy (comparing actual vs. predicted number of transactions in period 12), renewal forecast accuracy (comparing actual and predicted renewal rates in periods 13 and 17) and overall forecast accuracy (comparing actual and predicted usage levels in periods 14 onwards).

Usage Process

In order to assess the quality of the usage predictions, we compare the forecasts from the proposed model (both the full and two restricted versions) with those generated using two RFM-based negative binomial (NB) regression models — see Appendix B for details — and two heuristics (drawing on the work of Wübben and Wangenheim (2008)). Heuristic A, periodic usage, assumes that each individual repeats the same pattern every year. Heuristic B, status quo, assumes that all customers will make as many transactions as their current average.\(^\text{10}\)

To assess the validity of the usage predictions, we compare the models’ forecasts in period 12. (We cannot generate a forecast for period 13 (and beyond) using the RFM models because the RFM characteristics are not available for future periods.) The predictive performance is compared at the aggregate level, looking at the percentage error (PE) in the predicted total number of transactions, as well as at disaggregate level, looking at the histogram of the population distribution of the number of transactions. That is, we compute, based on the model predictions, how many customers have zero transactions, one transaction, two transactions, etc. and compare these values with the actual data. In order to make the histograms comparable, we compute the Chi-square goodness of fit ($\chi^2$) statistic for all models. This is a measure of how well the model recovers the distribution of transactions across the population; the smaller the $\chi^2$ statistic, the better fit (i.e., the more similar the distributions of actual and predicted number of transactions).

\(^{10}\)For example, suppose a customer makes 2, 4, 2, 4 transactions over the preceding four periods. Under heuristic A, we would predict that this customer will make 2, 4, 2, 4 transactions over the next four periods. Under heuristic B, we would predict a pattern of 3, 3, 3, 3.
Table 7 shows the error measures for all usage models. Considering both measures of fit, the proposed model outperforms all other methods. The aggregate level predictions are very good for all specifications of the proposed model (PE < 5%), with the static specification of the proposed method having the smallest forecast error. Although it may seem that the static specification gives better estimates of future usage, when considering the fit at the distribution level, we observe that the full (dynamic heterogeneous) specification recovers the distribution of number of transactions more accurately. The $\chi^2$ of the proposed model is 16.4, whereas the static and homogeneous specifications give $\chi^2$ values of 28.6 and 48.9, respectively. To better understand the implications of having a higher $\chi^2$ (in other words worse disaggregate measure of fit) we show in Figure 7 the histograms of the number of transactions predicted by the best three methods on the basis of the aggregate predictions. The first column corresponds to the number of members who did not make any transactions, the second column represents the number of customers who made one transaction and so forth. We observe that the static specification underpredicts the number of customers who did not make any transactions and overestimates the number of customers who made one transaction. Even though the proposed method provides a slightly higher PE at the aggregate level, these histograms show that it predicts usage more accurately than any of the other methods.

<table>
<thead>
<tr>
<th></th>
<th>Aggregate</th>
<th>Disaggregate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% error</td>
<td>$\chi^2$</td>
</tr>
<tr>
<td>Heuristic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A (periodic)</td>
<td>28.8</td>
<td>20.8</td>
</tr>
<tr>
<td>B (status quo)</td>
<td>21.8</td>
<td>147.9</td>
</tr>
<tr>
<td>NB regression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>9.5</td>
<td>264.7</td>
</tr>
<tr>
<td>Panel</td>
<td>14.9</td>
<td>21.8</td>
</tr>
<tr>
<td>Latent trait</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Static</td>
<td>−2.0</td>
<td>28.6</td>
</tr>
<tr>
<td>Homogeneous</td>
<td>−3.9</td>
<td>48.9</td>
</tr>
<tr>
<td>Full</td>
<td>−4.3</td>
<td>16.4</td>
</tr>
</tbody>
</table>

Table 7: Predictive performance for usage behavior in period 12

It is worth noting that, based on the results presented in Table 7, one might think
that heuristic A is not a bad model because its $\chi^2$ is low. However, this should not be surprising given that heuristic A predicts that every customer will make exactly the same number of transactions as the same period last year. In other words, by construction, this method replicates the population distribution year after year. Nevertheless, if we look at the error of aggregate number transactions, we see that the heuristic A method is not accurate in its predictions, over-forecasting the total number of bookings by 28.8%.

Renewal Process

In order to assess the quality of the churn predictions, we compare the predicted renewal rates of the proposed model (both the full and two restricted versions) with those generated using two RFM-based logistic regression models  — see Appendix B for details  — and two heuristics. The first heuristic (C) says that churn occurs if there is no usage activity during the last two periods (Wübben and Wangenheim 2008). The second heuristic (D) says that churn occurs if an individual’s average usage over the last two periods is lower than that of the corresponding periods in the previous year. (This is in the spirit of Berry and Linoff’s (2004) discussion of how changes in usage can be a leading indicator of churn.)

The predictive performance for all churn models is presented in Table 8. We compare actual versus predicted renewal rate in periods 13 and 17. As shown in the table, the proposed model provides the most accurate predictions of the future renewal rate. Both heuristic methods provide very poor estimates for future churn. The two logistic regression
models overestimate future renewal (and therefore the size of the customer base) by more than ten percentage points. The static and homogeneous specifications of the proposed model underestimate renewal by 73.7% and 7.7%, respectively. In all cases, the absolute error is notably higher than that associated with the full specification of the proposed model (with a percentage error of $-6.0\%$).

<table>
<thead>
<tr>
<th></th>
<th>Period 13</th>
<th></th>
<th>Period 17</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Renewal Rate</td>
<td>% error</td>
<td>Renewal Rate</td>
<td>% error</td>
</tr>
<tr>
<td>Heuristic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>27%</td>
<td>-68.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>D</td>
<td>63%</td>
<td>-26.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Logistic regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>97%</td>
<td>12.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Panel</td>
<td>97%</td>
<td>12.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Latent Trait</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Static</td>
<td>23%</td>
<td>-73.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Homogeneous</td>
<td>79%</td>
<td>-7.7</td>
<td>80%</td>
<td>-12.2</td>
</tr>
<tr>
<td>Full</td>
<td>81%</td>
<td>-6.0</td>
<td>81%</td>
<td>-10.8</td>
</tr>
<tr>
<td>Actual</td>
<td>86%</td>
<td>-</td>
<td>91%</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 8: Actual and predicted renewal rates

We cannot use the first four methods/models to generate forecasts of churn in future periods (e.g., period 17) since they are based on measures of usage behavior which are unobserved for future periods. (For example, in order to use the logistic regression model to predict period 17 churn, we would need to know how many transactions each customer made up-to-and-including period 16.) Additionally, the static class model cannot be used to predict renewal in period 17 because this specification does not allow customers to change their commitment level over time. Although the homogeneous specification of the proposed model provides a good prediction, the full specification provides the most accurate forecasts of future renewal behavior.

**Renewal and Usage Processes**

Finally, we consider the overall forecasting accuracy of the models, comparing actual and predicted usage levels in periods 14 onwards. One problem we encounter with the benchmark models is that none of them can be used to generate a forecast of customer
behavior over the entire validation period, either because they cannot predict behavior beyond the next period or because they do not account for the attrition process. However, if we are interested in forecasting customer behavior in contractual settings, we need a model that accounts for both usage and churn predictions. Aside from the full specification of the proposed model, the two restricted versions of the proposed model (static and homogeneous model) also account for both processes. Additionally, we use a combination of the most accurate churn benchmark model (panel logistic regression) with the best heuristic usage model (status quo) in the following manner.\textsuperscript{11} We first predict renewal behavior in period 13 using the panel logistic regression. Then, for those individuals who are predicted to renew, we use Heuristic A to forecast usage. As before, we examine the accuracy of the predictions at the aggregate and disaggregate level.

We examine usage behavior in periods 14 to 16, which in turn depends on predicted renewal behavior in period 13. We compare the MAPE across all forecast periods (Table 9) and find that the proposed model gives the most accurate predictions over the entire validation period (MAPE=10.9%). The second-best method is the homogeneous specification, with an MAPE of 11.7%. (In other words, a model that does not account for unobserved usage heterogeneity within segments increases the forecast error by 7.7%.) The static specification provides the biggest error predictions with an MAPE of 23.7%, more than double the error associated with the full specification. The predictions associated with the combined benchmark models are also poor, with an MAPE of 20.9%. This result reinforces the suggestion that the inclusion of dynamics yields more accurate predictions. Similar results are obtained when considering the disaggregate measures of fit (average $\chi^2$ across the three forecast periods); the full specification of the proposed model is clearly superior.

In summary, we have shown that the full specification of the proposed model predicts retention and usage behavior accurately. Furthermore, it outperforms benchmark models on both the usage and retention dimensions.

\textsuperscript{11}We cannot use any of the usage regression models as they need as-yet unobserved RFM data in order to make predictions for periods 14–16.
<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression + Heuristic</td>
<td>20.9</td>
<td>274.7</td>
</tr>
<tr>
<td>Latent Trait Static</td>
<td>23.7</td>
<td>210.7</td>
</tr>
<tr>
<td>Latent Trait Homogeneous</td>
<td>11.7</td>
<td>22.4</td>
</tr>
<tr>
<td>Latent Trait Full</td>
<td>10.9</td>
<td>16.3</td>
</tr>
</tbody>
</table>

Table 9: Predictive performance for both processes

3.4 Additional Results

In addition to predicting future usage and retention behaviors, this model also provides several insights that can help the marketer better understand her customer base. In particular, this model allows us to segment customers dynamically on the basis of their underlying commitment levels, which can guide retention efforts. Moreover, the model not only enables us to detect at-risk customers (potential churners), but also to identify highly committed customers. This is in the marketer’s interests if, for instance, the organization wants to target specific supporters in the course of its fundraising activities.

Recovering State Membership

The hidden Markov specification allows us to dynamically segment the customer base given usage and renewal behavior. In contrast to the static model, the hidden Markov model provides insights into the underlying behavioral dynamics of the customer base. To do so, we need to compute the number of customers in each commitment state and track this information over time. Recovering the state membership is straightforward when using data augmentation techniques to estimate the hidden states. In each period we can easily compute the number of customers in each segment, and look at how the segment sizes evolve over time. Figure 8a shows the size of each hidden state for all periods; the numbers for periods 12–17 are forecasts. We observe that the size of state 1 (bottom black) increases over time and then radically drops after periods 5, 9 and 13. This is due to the churn process; based on our model assumptions, all customers in state 1 in the

\[12\] Hereafter we will use the terms segment and state interchangeably.
renewal period do not renew their membership. Consequently, the total height of the bars also decreases after the renewal periods.
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**Figure 8: Segment dynamics**

Figure 8b shows the share of each state (i.e., percentage of active customers in each segment). We observe that state 2’s share is fairly stable, accounting for approximately 30% of the customer base. This does not imply that the same customers belong to state 2 in all periods; the volatility we observe in states 1 and 3 (Figure 8b) and the parameters of the transition matrix (Table 4) mean that in every period, many customers switch from state 3 to 2, and from state 2 to 1, but not necessarily the same individuals. In order to analyze the individual-level transitions, we must recover the distribution of the states membership for each customer over her lifetime. Then, looking at the posterior probability of belonging to each state, we can analyze the commitment dynamics at the individual level.

As an illustration, we analyze the evolution of state membership for three customers who cancelled their subscription after two years (in period 9). Figure 9 shows how the distribution of state membership varies during the year prior to their cancellation. We observe that customers A and B have a similar “commitment” pattern: at the beginning of the second year (period 5), both customers are equally likely to belong to states 2 and 3. Their “commitment” level seems to increase in period 6 and then decreases in periods 7 and 8, when the probability of staying in state 1 becomes larger, almost 0.8 in period 8. The state history for customer C is slightly different. Not only was this customer more
likely to belong to state 2 at the beginning of the second year, her probability of being state 1 (lowest commitment level) also increased very quickly.

We can contrast this information with the actual transaction behavior to better understand the dynamics of the model. Table 10 shows the observed transaction pattern of these three customers. Consistent with the state evolution shown in Figure 9, we observe that customer C’s usage dropped very early in the second year of membership, while customer A kept her average level of usage up to period 6. We note that even though customers A and B had almost identical state histories, their observed usage behavior is very different. Moreover, while customers B and C have exactly the same transaction behavior during the second year of membership, their underlying “commitment” history is very different because of their different transaction patterns during the first year of membership.

Recovering the underlying states over time allows us to identify those customers who are likely to have changed (decreased or increased) their commitment state recently. This useful piece of information would help the marketer target customers differently. For example, in our setting, the organization is interested in knowing, before the cancellation date, which members have recently suffered a drop in their underlying commitment level,
so that pre-emptive retention activities can be undertaken. (As illustrated by the poor performance of Heuristics C and D in predicting churn, such at-risk customers cannot be identified without the use of a formal model.)

**Incorporating New Information**

In dynamic environments, updating the list of at-risk customers is central to any efforts designed to increase the success of retention campaigns. Apart from using past behavior to identify changes in commitment level (as illustrated in Figure 9), another way to detect changes in commitment levels is to use the most recent piece of information, when available, to update the model estimates. For example, having estimated the model using data from periods 1–11, suppose we now observe usage behavior for period 12. What can we learn from this additional information? In other words, how can this new data be used to update what we knew already about the customer base? Once the model is calibrated, it is easy to incorporate new information as more behavior is observed. We can simply use the model estimates at period 11 and use Bayes’ rule to update the parameter estimates given the individuals’ period 12 transaction data. More specifically, using the posterior distribution of state membership at period 11 ($S_{i,11}$) and the estimated transition matrix ($\Pi$), we compute the prior distribution of state membership in the following period (i.e., $P(S_{i,12} = k|S_{i,11}, \Pi)$ for $k = 1, ..., K$). Then, we calculate the likelihood of observing period 12 usage behavior conditional on the individual-level parameters $\alpha_i$. Finally, we compute the posterior distribution of state membership in period 12 using Bayes’ rule:

$$P(S_{i,12} = k|Y_{i,12} = y_{i,12}, \Omega) = \frac{P(Y_{i,12} = y_{i,12}|S_{i,12} = k, \alpha_i, \theta)P(S_{i,12} = k|S_{i,11}, \Pi)}{\sum_{l=1}^{K} P(Y_{i,12} = y_{i,12}|S_{i,12} = l, \alpha_i, \theta)P(S_{i,12} = l|S_{i,11}, \Pi)} \quad (9)$$
where $\Omega$ denotes all the model parameters.

We can now compare the distribution of state membership in periods 11 and 12 and identify those customers who have changed their commitment state in the current period. Following this procedure, we identify 45 customers who have shifted in their commitment level to the lowest state from period 11 to period 12.\textsuperscript{13} Similarly, we identify 2 members who moved to state 4 (highly committed level) in period 12. The main advantage of the updating process is that it requires simple computations and can serve as the basis for a dynamic resource allocation tool.

Moreover, the newly observed usage behavior can be used to update the model forecasts and generate more accurate predictions of future customer behavior. For instance, we can update using the period 13 usage information, and re-estimate the renewal rate at the end of the same period (i.e., the proportion of customers in state 1). Table 11 shows the improvement in renewal forecasts, compared with those generated at the end of the calibration sample (as shown in Section 3.3). Forecasts get more accurate as more information is added.

<table>
<thead>
<tr>
<th></th>
<th>Renewal Rate</th>
<th>% error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration sample</td>
<td>81%</td>
<td>-5.99</td>
</tr>
<tr>
<td>Calibration + period 12 usage</td>
<td>82%</td>
<td>-5.12</td>
</tr>
<tr>
<td>Calibration + periods 12 and 13 usage</td>
<td>83%</td>
<td>-3.89</td>
</tr>
<tr>
<td>Actual</td>
<td>86%</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 11: Renewal predictions with updated usage information

In summary, we have shown how the model can be used as a dynamic segmentation tool that enables us to detect potential churners as well as highly committed customers in every period. Once the model is calibrated, it is simple to incorporate new information as more behavior is observed, allowing the marketer to update the information about the customer base without major computational effort.

\textsuperscript{13}We determine each customer’s commitment level by selecting the state with the maximum probability.
External Validity

We have developed a joint model for usage and renewal behavior in contractual settings. The model incorporates both behaviors for two reasons: first, these are the two key drivers of customer profitability and, second, this information is generally available in a company’s database. At the heart of the model is a dynamic latent trait that can be interpreted as commitment, engagement, satisfaction, etc. So far we have examined the predictive validity of the model. However little has been said about the underlying process that drives both behaviors. While a comprehensive discussion of what the latent variable (as captured in a discretized form by the states of the HMM) actually represents, we can provide some evidence that is consistent with our contention that it capture the notion of commitment, etc.

In addition to priority booking privileges, membership of the organization’s Friends scheme gives the option to attend special events such as workshops, rehearsals, and educational events. Collecting information on the attendance of these events is not straightforward as they are organized by the Friends office and the data are not generally linked to the box-office data. We obtained information on event attendance for 2004 and extracted the records for those members belonging to the cohort analyzed in this paper. The rate of attendance of these events is very low compared to that of the general performances; on average, a member attends to 0.41 special events a year (0.10 per booking period), whereas the average attendance rate for general performances is 3.8.

On average, we would expect the attendance of such events to reflect a member’s “commitment”. Given that period 12 corresponds to the end of year 2004, we select the model predictions about state membership in period 12 (as shown in section 3.4) and compute the average attendance rate to special events by the members of each group. With reference to Table 12, we observe that the average number of special events attended is higher for higher commitment states.14 This average can be decomposed into i) the percentage of members attending at least one event, and ii) the average number of events attended given attendance of at least one event. We note that both of these quantities

---

14We do not consider the attendance rate for state 4 because the small size of the group.
increase with higher commitment states.

<table>
<thead>
<tr>
<th>State</th>
<th># customers</th>
<th># events</th>
<th>Attending any event</th>
<th>Average given attendance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>54</td>
<td>0.13</td>
<td>9%</td>
<td>1.4</td>
</tr>
<tr>
<td>2</td>
<td>135</td>
<td>0.44</td>
<td>23%</td>
<td>1.9</td>
</tr>
<tr>
<td>3</td>
<td>547</td>
<td>0.77</td>
<td>24%</td>
<td>3.2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 12: Attendance of other events

We recognize that this analysis has several limitations. First, we only consider one year and one booking period rather than performing a longitudinal analysis. If possible, one should get periodic information about attendance to special events, and match this information with the state membership estimates provided by the model. Second, the attendance of these events may not perfectly reflect commitment (or any other label we could assign to the latent trait that drives behavior in a particular setting). Nevertheless, we have shown that those customers identified by the model as more committed members attend special events more often than those who are assigned to lower states.

3.5 Generalizing the Model

There are certain aspects of this model that may appear to have been dictated by the specific empirical setting under study. We now briefly discuss the generalizability of the model.

First, there are situations where usage or consumption is not discrete. These are cases in which usage refers to time (e.g., minutes used in wireless contracts), expenditure (e.g., total amount spent), or other quantities (e.g., MB downloaded in an Internet data plan). The proposed model is easily applied in such settings, provided the distributional assumption of the usage process (derived in section 2.2) is modified. We would simply replace the Poisson or binomial with, say, a gamma or log-normal distribution.

Second, we may wish to incorporate time-invariant covariates (e.g., customer demographics) and/or time-varying covariates (e.g., marketing activities, competitors actions). In order to do so, we could simply make (3) or (5) a function of the covariates using,
say, an exponential link function. We could also use this information to explain observed heterogeneity in the transition behavior, as in Netzer et al. (2008).

4 Discussion

We have proposed a dynamic latent trait model in which usage and renewal behavior are modeled simultaneously by assuming that both behaviors are driven by the same (individual-level) underlying process that evolves over time. Dynamics in the underlying latent variable (which we label “commitment”) are captured using a hidden Markov model.

With regards to predicting churn behavior, the proposed model outperforms a set of benchmark models. It not only gives more accurate predictions in the short-term, but also forecasts churn further into the future. Given the usage component of the model, it is especially valuable in those contractual settings where future usage is not known in advance but is of importance, either because it directly affects revenue (e.g., credit cards, wireless contracts, arts organizations memberships), or because it affects service quality, which in turn affects customer retention and usage (e.g., gym memberships, DVD rental services).

We have quantified the importance of including dynamics in the latent variable and unobserved heterogeneity in usage behavior. We found that a model not considering heterogeneity in usage behavior increases the forecast error. Furthermore, we found that using a model that does not allow for dynamics in the latent variable yields a forecast error that is more than twice that associated with the proposed model.

Besides its methodological contribution, the model also provides important managerial insights. First, the retention and usage forecasts are vital inputs to any analysis of customer profitability. Second, the proposed model provides information that can be used by the marketer to target retention efforts individually and dynamically. Third, the model not only detects at-risk customers (potential churners) but also identifies highly committed customers. Fourth, because heterogeneity in usage behavior is allowed within each state, the model allows us to detect heavy users who might be at risk, and also light-users whose underlying level of commitment may be high. This information would be impossible to
extract from a segmentation scheme based entirely on observed transactional behavior. Moreover, model-derived insights can be updated easily as more behavior is observed, allowing the marketer to detect customers who recently changed their commitment to the organization. Finally, the model has been estimated using a freely available software, which facilitates its use by practitioners.

We recognize that this analysis is not free of limitations. First, we have not formally defined or measured the underlying construct that drives churn and usage and which makes it possible to model both processes simultaneously (even though we have called it commitment). Although the attempt of this work is to provide a methodological tool to predict churn and usage rather than identify such a construct, it would be very useful for the marketer to identify this underlying trait and also investigate what makes it change over time. To address this issue, customers’ attitudes could be measured periodically and linked to the latent variable (using a factor-analytic measurement model). Incorporating this information might be costly. However, we hope that this research opens new venues to understand the dynamics between all customer’s behaviors. Second, for the sake of model parsimony, we have proposed a homogeneous transition matrix. As such predictions about future commitment states might be misleading if the model is applied in a setting where there is a mix of “stable” and “volatile” customers. Nevertheless, the accuracy of the model forecasts provides support for our belief that the homogeneous HMM is appropriate for the empirical setting considered in this paper. A natural extension for the proposed method would be to incorporate unobserved individual heterogeneity in the (hidden) transition matrix. Moreover, one could even incorporate (when available) marketing actions carried out by the company that may affect the latent variable. The model could also be extended to accommodate seasonality in settings where such effects are present. Finally, another extension of our model is to include revenue as variable of interest. This could be done in two ways, either modeling revenue directly, as we have modeled usage (e.g., using a lognormal or gamma distribution) or modeling the link between usage and revenue.
Appendix A

The model is estimated in a Bayesian framework. We obtain estimates of all model parameters by drawing from the marginal posterior distributions, and use a data augmentation approach to deal with the latent states $S_t$.

Let $\Omega$ denote all the model parameters, including the population parameters $(Q, \Pi, \theta, r)$, the individual-level parameters $\alpha = \{\alpha_i\}_{i=1,...,I}$, and the set of augmented paths of commitment states $s = \{\tilde{s}_i\}_{i=1,...,I}$. The full joint posterior distribution can be written as:

$$f(\Omega|\text{data}) \propto \left\{ \prod_{i=1}^{I} L_i^{usage}(\theta, \alpha_i | S_i, \text{data}) \right\} f(\theta) f(\alpha | r) f(s|Q, \Pi) f(r) f(Q) f(\Pi)$$

where $f(\theta)$ is the prior distribution of the commitment-state-specific usage parameters, $f(\alpha | r)$ is the prior (or mixing) distribution for the $\alpha_i$, which is assumed to follow a gamma distribution with shape and scale parameter $r$. The term $f(s|Q, \Pi)$ refers to the distribution of the latent states, assumed to follow a hidden Markov process with renewal restrictions in periods $t = 1, n + 1, 2n + 1, ...$

The terms $f(Q)$, $f(\Pi)$, and $f(r)$ are the (hyper)priors for the population parameters. Noninformative (vague) priors are used for all parameters. For the vector $Q$ and all rows of the matrix $\Pi$ we use Dirichlet prior with equal probabilities. We use a diffuse gamma distribution as a prior for the parameter $r$ (shape and scale parameters being 0.01). In the Poisson specification we need to restrict the prior for $\theta$ to ensure that $0 < \theta_1 < \theta_2 < ... < \theta_K$. Therefore, we use a uniform prior over the interval $(0,10)$ for $\theta_1$ and reparameterize $\theta_t = \theta_{t-1} + e^{\gamma_t} \forall t > 1$. Diffuse normal priors (with mean 0 and variance 10000) are used for the $\gamma_t$s. When estimating the binomial model, we also need to guaranty that all $\theta$’s are lower than 1. To do so, we use a uniform $(0,1)$ as prior for $\theta_1$, a uniform $(\theta_1, 1)$ for $\theta_2$, a uniform $(\theta_2, 1)$ for $\theta_3$ and so on.

This is implemented using the freely available software WinBUGS (Lunn et al. 2000). We use the categorical distribution in WinBUGS to draw the augmented states, and control for the path restrictions (due to the contractual specification) by truncating the categorical distribution function in the renewal periods ($t = 1, n + 1, 2n + 1, ...$). (Further
details of the estimation procedure and the associated WinBUGS code used to estimate both Poisson and binomial specifications are available from the authors on request.)

We burn-in the first 95,000 iterations and use the following 5,000 iterations to draw from the posterior marginal distributions. Convergence of the parameters was diagnosed visually, looking at the historical draws of all parameters, and also using the Gelman-Rubin statistic $R$, which compares the ratio of the pooled chain variance with the within chain variance, for a model estimated using multiple and disperse starting values.
Appendix B

Within both academic and practitioner circles, there is a tradition of building regression-type models for predicting churn and, to a lesser extent, usage (or related quantities). In this appendix, we describe the specification of the benchmark regression models used in our analyses.

As previously noted, the regressions model the behavior of interest as a function of the customer’s past behavior, frequently summarized in terms of their RFM characteristics. We operationalize these RFM characteristics in the following manner. Recency is defined as the number of periods since the last usage transaction (i.e., ticket purchase). Frequency is defined as the total number of usage transactions in the previous four periods. We also compute another measure of frequency, \( F_{\text{sum}} \), which is the total number of transactions per customer over the entire period of interest. Monetary value is the average expenditure per transaction, where the average is computed over the previous four periods. We also compute \( M_{\text{sum}} \), the customer’s total spend over the entire period of interest. (In exploring possible model specifications, we also consider logarithmic transformations of these variables, as well as interactions between the RFM measures.)

Perhaps the most common approach to developing a churn model is to use a “cross-sectional” logistic regression with the last renewal observation as the dependent variable and RFM measures as covariates. In developing such a benchmark model, we selected the specification that provided the most accurate predictions. The associated parameter estimates are given in Table B1. We note that the recency variable is not a significant predictor by itself, although its interaction with frequency is a significant predictor of renewal behavior.

Given the nature of the usage data, we used a count model to develop our regression-based benchmark model. Given that we observe over-dispersion in our data, we used a negative binomial (NB) regression model, which can be viewed as a Poisson regression with a random effect that is distributed gamma with parameters \( (r, \alpha) \). We selected those individuals that were still members at the end of our calibration period. We used the number of transactions in the last period (11) as the dependent variable and the RFM
measures as predictors. The parameter estimates are presented in Table B2. At first glance, it might look surprising that the coefficients of both frequency and monetary value are negative. However, these parameters are not the true effect of past frequency and monetary value on current usage because the interactions with recency are very strong. Taking this interaction into account, the effect of both frequency and monetary value is strictly positive. We observe a high degree of unobserved heterogeneity in usage behavior; the gamma parameters $r = 1.94$ and $\alpha = 0.68$ map to a random effect with a mean of 2.87 and a variance of 4.25.

Noting that the longitudinal nature of our dataset gives us several observations per individual, and not just the information for the most recent period, we can extend the cross-sectional models and estimate longitudinal models using (when available) more than one observation per customer.
Using these panel data, we estimate a logistic regression using observed renewal behavior for all the periods, not just the most recent one; this gives us several observations for those customers that have renewed at least once. We allow for unobserved heterogeneity in renewal behavior using a normal random effect. Table B3 shows the parameter estimates for the (longitudinal) random effect churn model. The sign and magnitude of all covariates are consistent with the results obtained in the cross-sectional specification. (Note that variance of the random effect is not significant.)

<table>
<thead>
<tr>
<th></th>
<th>Coef.</th>
<th>Std. Err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random effect</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>$-0.084$</td>
<td>0.176</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.000</td>
<td>0.152</td>
</tr>
<tr>
<td>Recency</td>
<td>0.091</td>
<td>0.049</td>
</tr>
<tr>
<td>Frequency</td>
<td>0.059</td>
<td>0.030</td>
</tr>
<tr>
<td>Msum</td>
<td>0.003</td>
<td>0.000</td>
</tr>
<tr>
<td>Recency $\times$ Frequency</td>
<td>$-0.099$</td>
<td>0.027</td>
</tr>
<tr>
<td>Recency $\times$ Monetary</td>
<td>$-0.001$</td>
<td>0.000</td>
</tr>
<tr>
<td>Frequency $\times$ Monetary</td>
<td>$-0.003$</td>
<td>0.000</td>
</tr>
<tr>
<td>LL</td>
<td>$-775.6$</td>
<td></td>
</tr>
</tbody>
</table>

Table B3: Panel logistic regression

Similarly, we estimate a NB regression using transaction behavior from all preceding periods—see Table B4. The results are consistent with those obtained in the cross-sectional model.

<table>
<thead>
<tr>
<th></th>
<th>Coef.</th>
<th>Std. Err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random effect</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>1.142</td>
<td>0.098</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.716</td>
<td>0.067</td>
</tr>
<tr>
<td>Recency</td>
<td>$-0.352$</td>
<td>0.031</td>
</tr>
<tr>
<td>Frequency</td>
<td>$-0.030$</td>
<td>0.005</td>
</tr>
<tr>
<td>Monetary value</td>
<td>$-0.004$</td>
<td>0.001</td>
</tr>
<tr>
<td>Recency $\times$ Frequency</td>
<td>0.040</td>
<td>0.005</td>
</tr>
<tr>
<td>Recency $\times$ Monetary</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>Frequency $\times$ Monetary</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>LL</td>
<td>$-6725.5$</td>
<td></td>
</tr>
</tbody>
</table>

Table B4: Panel NB regression
References


Reinartz, W., J.S. Thomas, V. Kumar. 2005. Balancing acquisition and retention resources to maximize customer profitability. *J. Marketing* 69(January) 63–79.


